
1. Introduction
In fractured rock reservoirs, often considerable permeability contrasts exist between a dense rock matrix and open 
intersecting fractures. Flow and fast transport are focused in a network of hydraulically connected fractures with 
unique characteristics that depend on diverse processes governing rock formation and deformation. Accordingly, 
reliable characterization of fractures in the field is counted among the most difficult problems in hydrogeol-
ogy (Berkowitz, 2002; Neuman, 2005). When reproduced in groundwater or other reservoir models, fractured 
reservoirs are commonly described by either a continuum approach or by a discrete fracture network (DFN). 
The former smoothens the fracture network as a highly heterogeneous porous medium and expresses hydraulic 
properties of fractures as upscaled permeability tensors (Day-Lewis et  al.,  2000; Illman et  al.,  2009), while 
the latter explicitly delineates fracture geometry and apertures (Afshari Moein et al., 2018; Maillot et al., 2016; 
Nejadi  et al., 2017).

Continuum models are appealing due to their computational efficiency, and the spatial permeability distribu-
tion can be estimated by established model calibration procedures. In particular, this has been demonstrated 
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by processing cross-well pressure, solute concentration or temperature responses with inversion algorithms 
in hydraulic and tracer tomography applications (Brauchler et al., 2013; Illman et al., 2009; Liu et al., 2022; 
Schöniger et al., 2012; Tiedeman & Barrash, 2020; Zha et al., 2015; Zhao et al., 2021). Such continuum models 
are especially suited for representing the conditions in dense networks with many interconnections among the 
fractures. However, inherent smoothing of sharp contrasts may overestimate the permeability of a rock matrix 
and underestimate the permeability of fractures, and thus flow focused in sparse fractures is not well represented 
(Dong et al., 2019; Long et al., 1982). Here, mapping the fracture geometry by a DFN model explicitly is favora-
ble, as it allows for a more realistic tracking of preferential flow and transport paths in a reservoir (De Dreuzy 
et  al.,  2012; Hyman et  al.,  2019; Klepikova et  al.,  2020). In reservoirs of enhanced geothermal systems, for 
example, resolution of hydraulically active fractures can provide a crucial insight in the in-situ heat exchange 
mechanisms, the effective contact surface between fluid and matrix, and ultimately the efficiency and lifetime of 
a geothermal plant.

DFNs can be generated stochastically, subject to probability distributions of fracture lengths and orientations. 
These distributions are derived for instance by mapping fracture geometry from two-dimensional (2D) outcrop 
planes or by analyzing one-dimensional (1D) borehole lines (Vidal et al., 2017). A common assumption is that 
the fracture length distribution follows a power law (Marrett et al., 1999), and fracture patterns at different scales 
feature apparent similarity (Tchalenko, 1970). To represent a three-dimensional (3D) fracture network based on 
1D and 2D fracture measurements, the power law expressing fracture sizes at multiple scales is complemented 
ideally by stereological analysis (Darcel et al., 2003). These concepts enable the generation of stochastic fracture 
networks at regional scales based on local-scale observations.

In practice, sufficient field data rarely exist to arrive at one reliable deterministic model of spatial fracture char-
acteristics. Therefore, inversion models have been refined to better constrain the fracture geometry by parameter 
dimensionality reduction (Jiang et al., 2021; Vu & Jardani, 2022). In order to constrain stochastic DFN representa-
tions, conceptual assumptions, and soft knowledge (including such as geophysical and hydraulic responses to 
fracture geometry) need to be combined with smart mathematical inversion of high-resolution measurements and, 
ideally, different types of complementary data. For example, hydrogeophysical inversion concepts are available 
that augment hydraulic and tracer data with geophysical information, such as from ground penetration radar 
surveys (Dorn et al., 2013) or electrical resistivity imaging (Farooq et al., 2022). The surface deformation moni-
toring with tiltmeters are combined with periodic hydraulic tests to infer mechanical properties of fractured 
reservoirs (Schuite et al., 2017). Aside from these, seismicity interpretation can provide promising information 
to reveal the structures in deep reservoirs (Lehujeur et al., 2018). In enhanced geothermal systems and uncon-
ventional gas/oil reservoirs, valuable knowledge often exists about locations, magnitudes and focal mechanisms 
of microseismic (MS) events induced by hydraulic stimulation or fracturing (e.g., Folesky et al., 2016; Majer 
et al., 2007; Maxwell, 2014; Shapiro et al., 2006). The spatiotemporal distribution of MS events is related to the 
propagation of fractures in a reservoir (Fadakar Alghalandis et al., 2013; McKean et al., 2019; Wang et al., 2013; 
Williams-Stroud et  al.,  2013), but the relationship between microseismicity and fracture geometry is still in 
debate (Cornet, 2000; Cornet et al., 2007; Shapiro et al., 1999). MS events often result from deformations directly 
induced by hydraulic fracturing, which are referred to as “wet” events. The geometry of hydraulically active 
fractures, that is, the target of this study, can be located according to the positions of wet MS events. However, 
stress and pressure changes at positions away from hydraulic fractures also induce “dry” MS events due to slip 
on existing fractures. The inclusion of dry events could lead to the overestimation of hydraulic fracture geometry, 
which should be excluded by the diagnostic analysis based on the relationship between the occurrence time of MS 
events and distances to the fracturing well, or between the frequency and magnitude of MS signals. Moreover, it is 
documented that the majority of energy input during hydraulic fracturing is consumed in aseismic tensile defor-
mation and fluid friction (Maxwell et al., 2008, 2015a). MS events that occur with shear deformation and at the 
tip of tensile fractures are not indicative for fracture apertures. MS properties form 3D information to reconstruct 
fracture network geometry (Aminzadeh et  al.,  2013), despite them providing limited insight in the hydraulic 
connectivity of the fracture network. Better capturing the hydraulic connectivity is necessary for the reduction of 
the uncertainty in fracture network characterization.

In order to capture their hydraulic connectivity and enhance capability to predict flow and transport, fracture 
networks are most efficiently constrained by pressure and tracer signals recorded at multiple sources and receiv-
ers during tomographic cross-well testing. Somogyvári et  al.  (2017) introduced a transdimensional inversion 
algorithm, which is also referred to as the reversible jump Markov chain Monte Carlo (rjMCMC), to generate 
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2D fracture networks based on these tomographic tests. The inversion procedure was successfully employed 
for tracer and hydraulic tomography (Ringel et al., 2019), and it was advanced for 3D fracture network imaging 
(Ringel et al., 2021) including stochastic representation of DFNs by fracture probability maps.

This study builds on the 2D rjMCMC framework by Somogyvári et al.  (2017) and enhances heat tracer data 
inversion by MS data. Heat is chosen as a tracer to represent conditions in enhanced geothermal systems and 
unconventional gas/oil reservoirs, where MS events are detected during reservoir hydraulic fracturing by pres-
surization, and thermal breakthrough curves are obtained during trial-production testing. The objective thus is to 
introduce a stochastic DFN identification concept that utilizes synergies of thermal tracer tomography and MS 
data. The underlying rationale is that these complementary information sources can enhance the convergence of 
the stochastic inversion procedure in comparison to applying thermal tracer tomography alone. Moreover, a better 
resolution of the fracture probability is expected, thereby reducing the uncertainty of the results. This is especially 
the case for inversion problems in deep reservoirs with a limited number of boreholes for well tests data acquisi-
tion and geophysical data containing significant measurement uncertainties. In the following, two test cases of 2D 
sections of geothermal reservoirs featuring synthetic simple fracture patterns and realistic fracture patterns are set 
up for applying the new inversion procedure.

2. Methodology
The methodology orients the available data in deep reservoirs in practice. Such data and knowledge include an 
expected minimum number of fractures and characteristic fracture orientations revealed by borehole imaging. At 
field sites, trial production test via doublet wells may provide thermal breakthrough curves, and often clouds of 
MS events induced by reservoir stimulation are recorded. In order to integrate this information for DFN charac-
terization, a joint MS and thermal data inversion framework is proposed through the following steps: (a) prior 
parameters sampling from the known probability distributions indicated by optical or acoustic borehole logs, 
(b) proposal fracture network generation from MS data based on the prior parameters, (c) forward flow and heat 
transport modeling to calculate the thermal breakthrough curve, and (d) fracture network evaluation and updat-
ing based on the misfit between calculated and observed thermal breakthrough data, following Bayes' theorem 
(Figure 1).

2.1. Prior Information on Fracture Network

The prior knowledge required for the inversion procedure includes a minimum number of fractures, probability 
distributions of fracture orientations and fracture apertures (Figure 1a). The minimum number of fractures (nmin) 
can be defined as the number of fractures revealed by boreholes, where nf ∼ UI(nmin,∞) with nf indicating fracture 
number and UI representing a random integer featuring the uniform distribution. The orientation of fractures 
often features two (or more) conjugate fracture sets (e.g., Valley, 2007; Ziegler et al., 2015); for each set, the 
fracture orientations (s) follow the uniform probability distribution, that is, s ∼ U(smin, smax), where U represents 
the uniform distribution, smin and smax represent the minimum and maximum orientation, respectively, defined 
according to downhole imaging.

Fractures detected at the borehole wall often include drilling-induced tensile fractures in addition to fractures 
originally existing in the reservoir. The drilling-induced fracture is indicative for the in-situ stress regime. Thus, 
orientations of drilling-induced fractures and original fractures provide critical information indicating orienta-
tions of hydraulic-active fractures induced by pressuring the reservoir (Afshari Moein et al., 2018). However, 
drilling-induced fractures often occur at shallow depth near the borehole wall. Including drilling-induced frac-
tures in the minimum number of fractures thus could lead to the overestimation of the number of hydraulically 
active fractures. It is thus necessary to distinguish drilling-induced fractures and original fractures (Brudy & 
Zoback, 1999; Zoback et al., 2003), and to employ the number of original fractures as the minimum estimations 
on the fracture number (nmin).

Moreover, the fracture (hydraulic) aperture (b) is assumed to follow a uniform logarithm distribution, with values 
of 10 −4 to 10 −2 m according to those reported in enhanced geothermal reservoirs (e.g., AbuAisha et al., 2016; 
Bruel, 2002; Wu et al., 2021). It is noted that fracture apertures measured at the borehole walls are not suggested 
to be used for the prior distribution on hydraulic apertures, since they often deviate from hydraulic fracture aper-
tures in reservoirs, due to mud clogging and uneven distributions of hydraulic pressures and in-situ stress regime.
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Other prior probability distributions rather than the uniform priors for fracture orientations, apertures and number 
are also applicable in the proposed inversion algorithm framework, depending on the probability distribution 
indicated by borehole logs and outcrop survey in a specific site.

2.2. Fracture Network Generation Based on MS

MS events are induced by pressurizing a subsurface rock formation. For the purpose of characterizing the 
final-state fracture network after hydraulic fracturing, it is assumed that the employed MS events are pre-processed 
to exclude dry events by typically density-based spatial clustering of applications with noise and focal mechanism 
analysis (Maxwell, Mack, et al., 2015). The model in this study starts from the processed MS events, that is, wet 
events occurred at shear fractures and tips of tensile fractures are collected to form one MS events cloud. These 
events theoretically lie on hydraulically activated fractures, although errors always occur in the localization of 
MS events due to limitations in monitoring techniques and interpretation algorithms. Once the positions of wet 

Figure 1. Framework for the fracture network characterization by joint microseismicity (MS) and thermal breakthrough data inversion, including (a) prior parameter 
sampling from information revealed by boreholes, (b) fracture network generation from MS data, (c) forward flow and heat transport modeling, (d) evaluation and 
updating according to Metropolis-Hastings-Green criteria.
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MS events have been interpreted in a fractured reservoir, fracture networks can be generated to reduce the average 
distance of MS events to fractures. The target function (Ls (m)) is defined as:

𝐿𝐿𝑠𝑠 =

𝑛𝑛𝑓𝑓∑
𝑖𝑖=1

𝑝𝑝∑
𝑗𝑗=1

‖𝑑𝑑𝑖𝑖𝑖𝑗𝑗‖

𝑛𝑛𝑓𝑓𝑝𝑝𝑓𝑓
𝑖

 (1)

where nf is the number of fractures, p is the number of MS events, pf is the number of MS events included by the 
fractures. di,j (m) is the Eulerian distance of the jth MS event to the ith fracture. The smaller Ls is, the better the 
fit is between fracture and MS events.

Based on the prior estimations on fracture number 𝐴𝐴 (𝑛𝑛𝑓𝑓 ) and orientations, a fracture network is generated from MS 
events by the following steps (Figure 1b):

Localization: An MS event is randomly selected from the MS cloud, which is used as the reference position of 
a fracture. The orientation of this fracture is sampled from the prior probability distribution of orientations. In 
this stage, the sampled fracture features infinite size. The distances of all localized MS events to this fracture are 
calculated, and MS events included by this fracture are identified as those with distances lower than the tolerance 
given as the maximum error in the localization of MS events.

Projection and resizing: The included MS events are projected on this fracture, and the minimum and maximum 
coordinates of MS events after the projection are recorded to estimate the size of the fracture (l). For the 2D frac-
ture network characterization, the length of the fracture is estimated by:

𝑙𝑙 =

√
(𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚)

2
+ (𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥 − 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚)

2
, (2)

where xmax (m) and xmin (m) represent the maximum and minimum coordinates in x direction, respectively, and 
ymax(m) and ymin (m) represent those in y direction, respectively. The coordinates (position) of the fracture center 
(xc, yc) are defined as:

𝒙𝒙 = (𝑥𝑥𝑐𝑐, 𝑦𝑦𝑐𝑐) =

(
𝑥𝑥𝑚𝑚𝑚𝑚𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

2
,
𝑦𝑦𝑚𝑚𝑚𝑚𝑥𝑥 − 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚

2

)
 (3)

The included MS events are then removed from the MS cloud, for which the localization, projection and resizing 
steps above are repeated until the number of fractures is equal to 𝐴𝐴 𝐴𝐴𝑓𝑓 .

Generation: Repeating the steps above generates one fracture network, defining fracture orientations, sizes and 
center positions of each fracture, based on the prior estimation on fracture number and fracture orientations, and 
the spatial distribution of MS events.

Moreover, the aperture (b) sampled from the prior uniform probability distribution is defined for each fracture, 
leading to a DFN model. The reliability of the model is evaluated by the misfit between an observed and simu-
lated thermal breakthrough curve (Figure 1c).

2.3. Forward Modeling of Flow and Heat Transport

The embedded discrete fracture model (EDFM) that treats fracture and matrix as two separate computational 
domains is employed in this study. The model enables calculating flow and heat transport efficiently (Hajibeygi 
et al., 2011; Jansen et al., 2018). In the EDFM, the governing equations for steady-state fluid flow in the fracture 
and matrix are expressed as:

∇

[
𝑘𝑘𝑚𝑚

𝜇𝜇𝑚𝑚
(∇𝑝𝑝𝑚𝑚 − 𝜌𝜌𝑓𝑓𝑔𝑔)

]
+ Ψ𝑚𝑚𝑓𝑓 = 0, (4)

∇

[
𝑏𝑏2

12𝜇𝜇𝑓𝑓

(
∇𝑝𝑝𝑓𝑓 − 𝜌𝜌𝑓𝑓𝑔𝑔

)]
+ Ψ𝑓𝑓𝑓𝑓 +𝑄𝑄 = 0, (5)

where k is the permeability (m 2), μ is the fluid viscosity (Pa·s), p is the fluid pressure (Pa), Ψ is flux transfer 
functions between matrix and fracture (s −1), b is the hydraulic aperture (m), and Q is the source or sink of fluid 
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(s −1), ρ is the fluid density (kg·m −3), g is the gravity acceleration (m·s −2), and the superscript m and f represent 
the matrix and fracture, respectively.

The transient heat transport in matrix and fracture is namely governed by:

�̃�� ��
�

��
+ (�� �� ��)∇� � − ��∇2� � = ��� , (6)

�̃�� ��
�

��
+
(

�� �� ��
)

∇� � − ��∇2� � = �� + ���, (7)

where �̃� is the averaged heat capacity of both rock matrix and fluid (J·m −3 °C −1), cfρf is the heat capacity of 
a fluid (J·m −3 °C −1), T is temperature (°C), λ is the thermal conductivity (W·m −1 °C −1), χ represents the heat 
exchange between matrix and fracture (W·m −3), q f is the heat source along with the fluid injection (W·m −3), and 
u represents the fluid velocity defined as:

𝑢𝑢 = −
𝑘𝑘

𝜇𝜇
(∇𝑝𝑝 − 𝜌𝜌𝑓𝑓𝑔𝑔), (8)

Considering the computational efficiency, this study focuses on the model development and verification based 
on 2D fracture networks, where Equations 4–8 are solved sequentially by the explicitly finite different method 
with the open-source codes, THERMAID (Jansen et al., 2018). First, the governing equations for the steady-state 
fluid flow in matrix and fracture are solved, resulting in the spatial distribution of velocity. The flow velocity is 
then employed in the advection-dispersion equations (Equations 6 and 7), resulting in outflow temperatures at 
extraction position(s).

In this study, coupling with mechanical effects is not considered since the model is developed to characterize the 
final state of a fracture network after reservoir stimulation. The influences of temperature and pressure on fluid 
density and viscosity are neglected, and the effects will be discussed further.

The misfit (Lt) between calculated outflow temperatures and observations is expressed as:

𝐿𝐿𝑡𝑡 =
1

𝑁𝑁

𝑁𝑁∑

𝑖𝑖=1

(
𝑇𝑇 𝑜𝑜𝑜𝑜𝑜𝑜
𝑖𝑖

− 𝐹𝐹𝑖𝑖(𝑛𝑛𝑓𝑓 , 𝑜𝑜, 𝑜𝑜)

𝜎𝜎

)2

 (9)

where N is the number of temperature observations, T obs is the observed temperature, 𝜎 is the standard deviation
of measurement errors (following a zero-mean normal distribution), F(nf,s,b) represents the calculated outflow 
temperature via forward model of flow and heat transport (Equations 4–8) given a fracture network generated 
from MS events including fracture number (nf), orientations (s) and aperture (b). The values of nf,s and b are itera-
tively updated to characterize the posterior estimations of the fracture network based on a transdimensional inver-
sion rule. This means, the MS information is used to fix potential central fracture positions and sizes, whereas the 
following inversion decides upon their individual existence, orientation and aperture.

2.4. Inversion Procedure

Since flexible adjustment of the DFN requires the variation of the fracture number (i.e., the dimensionality of 
parameters), the rjMCMC method is employed, which is especially suited for dealing with a problem featuring an 
unknown number of parameters (Green, 1995) (Figure 1d).

In Bayes' theorem, the posterior probability of fracture parameters, 𝐴𝐴 𝐴𝐴(𝜽𝜽 |𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜) , can be rewritten as:

𝑝𝑝(𝜽𝜽|𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜) ∝ 𝑝𝑝(𝜽𝜽)𝑝𝑝(𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜|𝜽𝜽). (10)

where p(θ) represents the prior probability of fracture parameters and p(Tobs|θ) represents the likelihood. A full 
list of parameters characterizing the fracture network is expressed as θ = {nf, s, x, l, b}. Among these parameters, 
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nf, s, b are updated by the inversion, while fracture center positions x and l have been inferred from MS events 
based on the algorithm described in Section 2.2. Thus, Equation 10 can be simplified as:

𝑝𝑝(𝑛𝑛𝑓𝑓 , 𝑠𝑠, 𝑠𝑠|𝑇𝑇𝑜𝑜𝑠𝑠𝑠𝑠) ∝ 𝑝𝑝(𝑛𝑛𝑓𝑓 , 𝑠𝑠, 𝑠𝑠)𝑝𝑝(𝑇𝑇𝑜𝑜𝑠𝑠𝑠𝑠|𝑛𝑛𝑓𝑓 , 𝑠𝑠, 𝑠𝑠). (11)

The prior probability p(nf, s, b) = p(nf)p(s)p(b), whereby nf, s and b are sampled independently from the prede-
fined uniform prior distributions. p(Tobs|nf, s, b), signifies the likelihood function of nf, s, and b. For convenience, 
the logarithm of the likelihood function is employed:

𝑝𝑝(𝑛𝑛𝑓𝑓 , 𝑠𝑠, 𝑠𝑠|𝑇𝑇𝑜𝑜𝑠𝑠𝑠𝑠) = −
𝑁𝑁

2
log(2𝜋𝜋) −𝑁𝑁 log 𝜎𝜎 −

𝑁𝑁

2
𝐿𝐿𝑡𝑡 (12)

The acceptance or rejection of fracture parameters is evaluated by the Metropolis Hastings Green (MHG) crite-
rion, 𝐴𝐴 𝐴𝐴(𝒓𝒓, 𝒓𝒓′) (Green, 1995):

𝐴𝐴
(
𝒓𝒓, 𝒓𝒓′

)
= min

{
1,

𝜋𝜋(𝒓𝒓′)

𝜋𝜋(𝒓𝒓)
⋅

𝑞𝑞
(
𝒓𝒓|𝒓𝒓′

)

𝑞𝑞(𝒓𝒓′|𝒓𝒓)
⋅ |𝜕𝜕𝒓𝒓

′

𝜕𝜕𝒓𝒓
|
}

, (13)

where r and r′ indicate the present and new states of the subset of fracture parameters (nf, s, b) to be updated in the 
inversion, respectively, π represents the posterior probability of fracture parameters (Equation 11). The identical 
probability distribution for prior parameters is assumed in each iteration, thus,

𝜋𝜋(𝒓𝒓′)

𝜋𝜋(𝒓𝒓)
=

𝑝𝑝(𝒓𝒓′|𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜)

𝑝𝑝(𝒓𝒓|𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜)
. (14)

𝐴𝐴
𝑞𝑞(𝒓𝒓|𝒓𝒓′)
𝑞𝑞(𝒓𝒓′|𝒓𝒓)

 represents the proposal probability for generating new-state parameters. Three different types of perturba-

tions to generate fracture parameters are employed, including (a) the “update” step that maintains fracture geom-
etry unchanged and perturbs only the aperture, (b) the “addition” step that increases the fracture number to nf + 1 
from the present state featuring nf fractures, and regenerates the fracture network from MS event (Section 2.2),  
and (c) the “deletion” step that decreases the fracture number to nf − 1 and regenerates the fractures (Figure 1d).

Initially, random fracture parameters of (nf, s, b) are sampled from their priors to generate a DFN and calculate 
the likelihood and posterior. This is followed by the addition or deletion operations randomly selected with an 
equal probability of 1/2. Once the operation is accepted, it obtains a higher probability (εp) sampled from the 
uniform distribution of (0.5, 1.0), to compare with a random variable ε1 sampled from the uniform distribution of 
(0.0, 1.0). If εp is larger than ε1, this operation maintains in the next step. Otherwise, the other two operations are 
selected with an equal probability of 1/2. Once the operation is rejected, three possible operations are randomly 
selected with an equal probability of 1/3 in the next step. For each type of operation, the proposal probability 
ratio is defined below.

 (1) Update: Fracture aperture of new state is perturbed by a random variable ∆b sampled from the standard 
normal distribution, that is, b′ = b + ∆b.The fracture geometry maintains unchanged. The proposal probabil-
ity function is written as:

𝑞𝑞
(
𝒓𝒓
′|𝒓𝒓

)
= 𝑞𝑞

(
𝑏𝑏′|𝑏𝑏

)
=

1
√
2𝜋𝜋

exp

[
−
(𝑏𝑏′ − 𝑏𝑏)

2

2

]
. (15)

The probability of generating a perturbed 𝐴𝐴 𝐴𝐴′ from present state of 𝐴𝐴 𝐴𝐴 is the same as the reverse probability of gener-
ating 𝐴𝐴 𝐴𝐴 from the state of 𝐴𝐴 𝐴𝐴′ . Thus,

[
𝑞𝑞
(
𝒓𝒓|𝒓𝒓′

)

𝑞𝑞(𝒓𝒓′|𝒓𝒓)

]

𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

= 1. (16)

 (2) Addition: For an addition step, parameters r for nf fractures jump to r′ for nf + 1 fractures. This step 
involves the regeneration of fracture network geometry from MS events and fracture aperture resampling for 
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one more fracture. Fracture aperture b is independent of the parameters (nf,s) defining the fracture geometry, 
the proposal probability function is rewritten as:

𝑞𝑞
(
𝒓𝒓|𝒓𝒓′

)

𝑞𝑞(𝒓𝒓′|𝒓𝒓)
=

𝑞𝑞
(
𝑛𝑛𝑓𝑓 , 𝑠𝑠|𝒓𝒓′

)
𝑞𝑞
(
𝑏𝑏|𝒓𝒓′

)

𝑞𝑞(𝑛𝑛𝑓𝑓 ′, 𝑠𝑠′|𝒓𝒓)𝑞𝑞(𝑏𝑏′|𝒓𝒓)
. (17)

Parameters 𝐴𝐴 (𝑛𝑛𝑓𝑓
′, 𝑠𝑠′) lead to a fracture network based on MS events, 𝐴𝐴 𝐴𝐴(𝑛𝑛𝑓𝑓

′, 𝑠𝑠′|𝒓𝒓) is defined by:

𝑞𝑞
(
𝑛𝑛𝑓𝑓

′, 𝑠𝑠′|𝒓𝒓
)
= exp

(
|𝐿𝐿𝑠𝑠

′|2
)
, (18)

where 𝐴𝐴 𝐴𝐴𝑠𝑠
′ is the average distance between fractures and MS events (Equation 1), corresponding to the new state 

of 𝐴𝐴 𝐴𝐴𝑓𝑓
′, 𝑠𝑠′ . Additionally, q(b′|r) in response to the addition of a fracture is expressed as:

𝑞𝑞
(
𝑏𝑏′|𝒓𝒓

)
=

1

log(𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚) − log(𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚)
. (19)

Furthermore, 𝐴𝐴 𝐴𝐴
(
𝑛𝑛𝑓𝑓 , 𝑠𝑠|𝒓𝒓′

)
 for the reverse operation is defined as:

𝑞𝑞
(
𝑛𝑛𝑓𝑓 , 𝑠𝑠|𝒓𝒓′

)
= exp

(
|𝐿𝐿𝑠𝑠|2

)
. (20)

𝑞𝑞
(
𝑏𝑏|𝒓𝒓′

)
= 1. (21)

Substituting Eqs. (18)–(21) into (17), leads to
[
𝑞𝑞
(
𝒓𝒓|𝒓𝒓′

)

𝑞𝑞(𝒓𝒓′|𝒓𝒓)

]

𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

=
log(𝑏𝑏𝑚𝑚𝑎𝑎𝑚𝑚) − log(𝑏𝑏𝑚𝑚𝑎𝑎𝑎𝑎)

exp

(
|𝐿𝐿𝑠𝑠

′|2 − |𝐿𝐿𝑠𝑠|2
) . (22)

The rationale for Eq. (22) is that the lower misfit between new state of fractures and MS events (𝐴𝐴 𝐴𝐴𝑠𝑠
′ ) corresponds 

to a higher proposal probability ratio, and thus higher 𝐴𝐴 𝐴𝐴(𝒓𝒓, 𝒓𝒓′) .

 (3) Deletion: In a deletion step, 𝐴𝐴 𝐴𝐴(𝑏𝑏′|𝒓𝒓)  = 1, 𝐴𝐴 𝐴𝐴
(
𝑏𝑏|𝒓𝒓′

)
  = 𝐴𝐴

[
log(𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚) − log(𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚)

]−1 , and 𝐴𝐴 𝐴𝐴(𝑛𝑛𝑓𝑓
′, 𝑠𝑠′|𝒓𝒓) and 𝐴𝐴 𝐴𝐴

(
𝑛𝑛𝑓𝑓 , 𝑠𝑠|𝒓𝒓′

)
 

is expressed by Eqs. (18) and (20), respectively, the proposal probability ratio is expressed as:

[
𝑞𝑞
(
𝒓𝒓|𝒓𝒓′

)

𝑞𝑞(𝒓𝒓′|𝒓𝒓)

]

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

=

exp

(
|𝐿𝐿𝑠𝑠|2 − |𝐿𝐿𝑠𝑠

′|2
)

log(𝑏𝑏𝑚𝑚𝑚𝑚𝑚𝑚) − log(𝑏𝑏𝑚𝑚𝑑𝑑𝑑𝑑)
. (23)

The last term 𝐴𝐴 | 𝜕𝜕𝒓𝒓
′

𝜕𝜕𝒓𝒓
| in Equation 13 represents the Jacobian matrix, which is equal to 1.0 in this study since the addi-

tion and deletion of fractures lead to the variation of parameters independent of the parameters of other fractures.

Once A(r,r′) is determined in each step during the inversion, a random number (ε2) is drawn from 0 to 1 following 
the uniform distribution. The new state of fracture parameters is rejected if A < ε2; otherwise, the proposed state 
of parameters is accepted and stored. The stored set of DFN configurations represents the result of the inversion.

A sufficient number of iterations is required in the rjMCMC algorithm, in order to better characterize the poste-
rior distribution of fracture parameters. The first few hundreds to thousands of iterations are referred to as the 
burn-in period, when the misfit between calculated and observed temperatures rapidly reduces to the measure-
ment error of the outflow temperatures. Subsequently, the misfit fluctuates around a stable value, indicating the 
convergence of the inversion and providing feasible DFN realizations that can be evaluated as the inversion result.

3. Test Cases
Two 2D examples are set up to assess the effectiveness of the proposed inversion algorithm. One example is 
simply composed of four fractures, which is employed to directly evaluate the accuracy of the inversion model 
in characterizing the fracture number, orientation, position, length and aperture. Another example is composed 
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of 17 fractures extracted from realistic outcrop field data, which is used to assess the capability of the inversion 
model in capturing the fracture skeleton and in predicting the outflow temperature under alternative injection and 
extraction scenarios.

3.1. Simple Case

This case simulates a 2D profile in a geothermal reservoir at depth ranging from 1,500 m to 1,600 m. The width 
of the reservoir and fractures perpendicular to the 2D profile is assumed to be unity. Four fractures are set at the 
reservoir: three of them intersect boreholes, that is, orientations and relative positions of these fractures are deter-
mined with unknown fracture lengths and center positions; another fracture is not revealed by boreholes, which 
is hereafter referred to as the hidden fracture (Figure 2a). Two approximately conjugated fracture orientations 
are defined at 10° and −20°, respectively, with the reference angle at the horizontal and right direction as zero. 
It is assumed that the stimulation of these hydraulic active fractures by pressuring the geothermal reservoir leads 
to over 1,000 MS events. For a realistic setup of the test case, noise in a range of ±10 m following the uniform 
probability distribution is added to the cloud of MS events (Figure 2b).

The initial pressure in the model domain is given at 20 MPa, and the initial temperature is 100°C. Any pressure 
and temperature gradients in the vertical direction are neglected. The left and right boundaries of the 2D flow and 
heat transport model are specified by a constant pressure of 20 MPa. At the upper and lower end, the model is 
delimited by a zero-flux boundary. Moreover, temperatures at all surrounding boundaries are set fixed at 100°C.

A trial-production test of 30 days is conducted by injecting relatively cold water with a temperature of 50°C at 
the injection well. The permeability of the matrix is assumed to be extremely low, with a value of 10 −20 m 2. The 
thermal conductivity of the rock matrix is given at 2.0 W·(m·°C) −1. A uniform aperture of 0.001 m is defined at 
each fracture. An injection rate of 3 kg·s −1 is assumed at the intersection of the fracture and injection well. Simi-
larly, an extraction rate of 1 kg·s −1 is defined at three intersections of fracture and extraction well, respectively 
(Figure 2a). The injection rate is equilibrium to the total extraction rate. Outflow temperatures are monitored at 
three intersections of the fracture and the extraction well (Figure 2a), separately. It is illustrated that for the given 
fracture network that the earliest cool water breakthrough occurs at observation position 2, followed by positions 
4 and 3, respectively (Figures 2d–2f). The fast water flow along the flow path from the injection position to posi-
tion 2 leads to a short time for fracture-matrix heat exchange. Thus, low outflow temperature occurs. In contrast, 
the highest outflow temperatures are observed at position 3 (Figure 2c). In order to mimic the errors occurring in 

Figure 2. (a) Synthetic fracture network composed of four fractures, (b) microseismic events in response to the fracture network with localization errors ranging in 
±10 m, (c) thermal breakthrough curves during a trial-production test, and (d)–(f) illustrating the spatial distribution of temperatures at 5, 10, and 30 days, respectively.
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realistic observations, random noises following a zero-mean normal distribution with the standard deviation of 
1.0°C are assigned to outflow temperatures, yielding three temperature breakthrough curves with a measurement 
error of 1.0°C (Figure 2c).

Conditional to thermal breakthrough curves and MS events, fracture networks are generated by the rjMCMC 
inversion algorithm. Boundary conditions for fluid and heat transport are fixed during the inversion. The prior 
fracture orientation is presumed to range from 0° to 20° and −10° to −30°, respectively, following a uniform 
distribution, representing the potential variation on the orientation of hidden fractures in comparison to those 
revealed by downhole logs. The fracture aperture is assumed to range from 10 −4 to 10 −2 m, representing a general 
range of fracture aperture in the reservoir. The minimum number of fractures is set to a value of three, represent-
ing the number of fractures revealed by downhole logs. No prior knowledge on the maximum number of fractures 
is required. Prior knowledge on lengths and positions of fractures is also not defined, as both are evaluated from 
MS events.

3.2. Outcrop-Based Case

A more complicated fractured reservoir is designed according to the fracture pattern taken from an outcrop 
profile in the Gonghe Basin, China (Figure 3a). The DFN is composed of 17 fractures. Five fractures are revealed 
by downhole logs and the other 12 fractures are hidden. These fractures are assumed to be buried in the subsur-
face at a depth of 1,500 m to 1,600 m, forming a fracture reservoir (Figure 3b). It is assumed that the stimulation 
of these fractures leads to 4,000 MS events (Figure 3d).

According to the temperature and pressure conditions in the geothermal reservoir in the Gonghe Basin (Zhang 
et al., 2021), the initial temperature and pressure in this model is given at 100°C and 20 MPa, respectively. The 
lateral model boundary conditions are given as those in the previous simple case. The aperture of fractures is 
assumed to be 0.001 m. During a trial-production test of 30 days, cool water is injected into the reservoir via the 
injection well at positions 1 and 2 (Figure 3b), under a constant rate of 2 kg·s −1. Warm water is extracted via the 

Figure 3. (a) Synthetic fracture network composed of 17 fractures extracted from a field outcrop, which is assumed to 
be buried at depth of 1,500 m to 1,600 m, forming a fractured geothermal reservoir (b). (c) Thermal breakthrough curves 
monitored at positions 3 to 5 during the trial-production test and (d) the spatial distribution of microseismic events induced by 
pressuring the reservoir.
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extraction well at positions 3 to 5, under a constant rate of 1 kg·s −1. The injection temperature is fixed at 70°C, 
and outflow temperatures are monitored at positions 3 to 5. Normally distributed measurement errors with zero 
mean and standard deviation of 0.1°C are defined to the outflow temperatures (Figure 3c).

The fracture network is then characterized by the rjMCMC inversion procedure, where the minimum number of 
fractures is defined at five, the prior orientation of fractures ranges from 55° to 70° and −25° to −35°, according 
to the downhole logs at positions 1 to 5 (Figure 3a). The prior aperture is assumed to range from 10 −4 to 10 −2 m 
following a logarithm uniform distribution.

3.3. Performance Metrics

3.3.1. Convergence Diagnostic

The rjMCMC performs the non-continuous updating on fracture parameters to minimize the misfit between 
calculations and observations. The convergence diagnostic employed in the classical MCMC algorithm is often 
not directly applicable for the transdimensional inversion (Bodin & Sambridge, 2009). In this study, the model 
convergence is firstly judged by the misfit (RMSE, Equation 24) between calculated and observed temperatures 
below the measurement error.

���� =

√

√

√

√
1
�

�
∑

�=1

(

� ���
� − � ���

�

)2, (24)

where T obs and T cal represent the observed and calculated temperatures, respectively. Subsequently, the inversion 
procedure is repeated by 500, 1,000, 2,000 iterations or more. If the RMSE shows negligible changes during 
ongoing iteration, the posterior distribution of fractures is considered to be sufficiently sampled and the iteration 
can be terminated. Otherwise, the iteration should be continued (Somogyvári et al., 2017).

3.3.2. Reliability of the Inversion Model

In the simple case with four fractures, three fractures are intersected by boreholes, where the relative positions 
and orientations are assumed to be known. One hidden fracture is left to be delineated explicitly by the inversion 
model. The generated fracture network can be directly compared to the true model, and the model accuracy is 
quantified by the absolute errors in the fracture number, and the center position, length, orientation, and aperture 
of the hidden fracture.

For the more complex fracture network of the outcrop-based case, it is difficult to directly compare the generated 
fracture geometry with the true ones. A qualitative criterion is to visually compare the true fracture network with 
the probability map of fracture realizations, which is defined as the frequency of fracture occurrence at each pixel 
after rasterizing the maps of fracture realizations. Furthermore, in order to quantitatively evaluate the reliability 
of generated fracture networks, an independent trial-production test is simulated by alternative injection and 
extraction rates at different positions, in comparison to the conditions employed to generate breakthrough curves 
for fracture network inversion. In the outcrop-based case, cool water is injected at position 2 and extracted at 
position 5, under a constant rate of 2 kg·s −1 for 30 days (Figure 3b). As a result, another thermal breakthrough 
curve is generated for model validation (Figure 10c). The misfit (RMSE) of calculated and observed outflow 
temperatures in response to each realization of the fracture network is employed as the criterion to examine if the 
generated fracture network is reliable and capable to predict the thermal performance (Wu et al., 2021). The  ther-
mal breakthrough curves employed for fracture network inversion are referred to as the “inversion dataset”, and 
those employed for fracture network validation are referred to as the “validation dataset”.

4. Results and Discussion
4.1. Simple Case

4.1.1. Sensitivity Analysis

In order to assure that the fracture parameters can be inferred from tracer breakthrough curves, the sensitivity 
of the outflow temperatures at the three observation positions to different parameters of the fracture network is 
analyzed. In the following, the parameters employed in the synthetic fracture network in Section 3.1 (Figure 2) 
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are considered as the base case; the sensitivity analysis is conducted by varying the parameters of the hidden 
fracture (number of fractures, position, length, orientation and aperture) while keeping the other parameters of 
the DFN constant.

It is illustrated that altering the number of fractures from three to 10, the outflow temperatures at observation 
positions 2 and 3 are highly affected, with the temperature at the 30th day varied by over 20°C (Figure 4a). In this 
study, constant rates are defined at both injection and extraction positions. The more hidden fractures, the more 
flow pathways are possible between injection and extraction positions, thus, the lower the flow velocity. This 
leads to a longer interaction time for the fracture-matrix heat exchange; consequently, the outflow temperature 
at observation positions 2 and 3 increases with the number of hidden fractures. With the decrease of the flow 
velocity between the injection position and extraction positions 2 and 3, the hydraulic communication between 
the injection position and extraction position 4, forming a competitive flow path in comparison to those connect-
ing positions 2, 3 and the injection position, is enhanced; thus, outflow temperatures appear to drop slightly at 
observation position 4 under more hidden fractures.

While the number of fractures is fixed at four, the temperatures responses at the observation positions are 
predicted, following the variation of the fracture length from 20 to 160 m (Figure 4b), and the rotation of the 
hidden fracture by ±20° around its center position (Figure 4c), respectively. Variations on the fracture orientation 
and length lead to two groups of outflow temperatures at the three observation positions (breakthrough curves 
in Figures 4b and 4c). Under short fracture lengths and those orientations where fracture three is disconnected 
from fracture 1 (the index number annotated in Figures 4b and 4c), low outflow temperatures (Group 1) occur at 
positions 2 and 3 and are attributed to high flow velocity which occurs concentratedly in the flow paths between 
injection and these two observation positions; under the disconnected situations, variations of fracture orientation 
and length do not affect outflow temperatures at the observation positions. Once the hidden fracture connects 
fractures 3 and 1, with the increase of the fracture length or the hidden fracture placed with a proper orientation, 
outflow temperatures at positions 2 and 3 jump to a high value (Group 2); under the connected situation, the 
variation of fracture orientations and lengths becomes more important to the outflow temperature at positions 3 
and 2.

Furthermore, the influence of the fracture aperture on the outflow temperature is investigated. It is found that 
temperatures at observation 2 and 3 increase with the fracture aperture, because the large aperture corresponds to 
a large cross-sectional area in fractures, and thus the flow velocity is reduced under constant injection and extrac-
tion rates; this enhances the matrix-fracture heat exchange along the flow path between the injection position and 
observation positions 2 and 3. A reverse trend occurs for the temperature at position 4.

The relative importance of one fracture parameter to the outflow temperature at a specific observation position 
is quantified as the ratio of the 30th-day-temperature variance provoked by the variation of one specific target 
parameter to the total variance of 30th-day temperatures induced by the variation of all fracture parameters. As 
summarized in Figure 4e, the temperatures at the three observation positions respond differently to a variation of 
the fracture parameters. At the observation position 2, outflow temperatures are mainly controlled by the fracture 
number, followed by the fracture aperture. At the observation position 3, temperatures are mainly controlled 
by the number and orientation of the hidden fracture. At the observation position 4, temperatures are primarily 
affected by the aperture.

Sensitivity analysis above indicates that (a) fracture parameters, especially fracture number, aperture, and orienta-
tion are sensitive to the outflow temperature, which can be inferred by fitting the calculated and observed temper-
atures, (b) temperatures monitored at more observation positions can better define fracture parameters, since 
the temperatures at different positions could shed light on specific fracture parameter(s), (c) multiple fracture 
parameters may affect the outflow temperature in the same manner (comparing effects of fracture number and 
aperture, and effects of fracture orientation and length); this would increase the uncertainty in fracture network 
characterization, which require additional constraints typically from geophysical data (i.e., MS data in this study).

4.1.2. Model Reliability

With temperature observations and MS events illustrated in Figure 2 as the input, the rjMCMC algorithm is 
implemented to estimate the fracture geometry and aperture. In this simple case, a single chain inversion model 
is employed. As shown in Figure 5, an initial fracture network composed by three fractures is generated, with the 
aperture of each fracture overestimated at 0.0065 m. After five iterations, the number of fractures is improved 
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to be four and the aperture is estimated at 0.0002 m. The model achieves a rapid convergence after 50 iterations, 
where the number of fractures stabilizes at four and the aperture is further improved and estimated at 0.0007 m. 
The misfit between calculated and observed temperatures stabilizes at approximately 1.0°C (equal to the meas-
urement error). Considering the first 50 iterations as the burn-in period, the fracture realizations at 51 to 1,000 

Figure 4. Outflow temperatures at observation position 2, 3, and 4 in response to (a) number, (b) length, (c) orientation, (d) aperture of the hidden fracture; and (e) 
relative importance of each fracture parameter to the temperatures at three observation positions.
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iterations along the single chain are stored, resulting in a probability map of 
the DFN (Figure 6b), as well as the misfit in breakthrough curves (Figure 6a).

As a result, the three fractures intersected by boreholes are accurately recon-
structed (Figure 6b), with errors in fracture lengths and center positions that 
are well below 5% relative to the truth. The hidden fracture that is not inter-
sected by the boreholes is also identified reliably. As illustrated in Table 1, 
the center location of this fracture drifts from the true fracture by less than 
3.0 m (quantified by the distance in the vertical direction), with a mean error 
of 2.1 m. The discrepancy in the half-length between generated and true frac-
ture is well controlled below 1.0 m with the mean of 0.5 m. With respect to 
the orientation, it is deviated by less than 5.0° featuring the mean value of 
3.1°. Recalling that errors in the localization of MS events are assumed to 
range within ±10 m and the variation in the prior orientations are given to be  
±10°, the inference of fracture network conditioned to both MS events and 
thermal breakthrough curves can significantly reduce errors in center loca-
tions, lengths and orientations of fractures.

The aperture of fractures is estimated in the range of 0.24–0.68 mm, which is in the same order of magnitude 
as the given true value of 1.0 mm. Still, the aperture is slightly underestimated. This is because in this synthetic 
case, outflow temperatures are less sensitive to the fracture aperture than to the fracture geometric pattern. Once 
the number, orientations, lengths and positions of fractures align with the truth, the thermal breakthrough curves 

appear to fit well with observations, in response to the aperture varying from 
0.24 to 0.68 mm.

4.1.3. Model Robustness

Due to the limitations in MS monitoring and interpretation techniques, errors 
always exist in the location of MS events in realistic field. In order to test its 
versatility, the performance of the inversion model is investigated under vari-
ant errors implemented in the location of MS events, following the uniform 
probability distribution within the range from (−5 m, 5 m) to (−40 m, 40 m), 
respectively. Each inversion model is run to convergence, with the RMSE of 
calculated and observed temperatures below 1.0°C (Equation 24). As illus-
trated in Figure 7, if the MS location error can be controlled below 5.0 m, the 
number of fractures is correctly identified as four, and the geometry of  the 
hidden fracture can be mapped at high accuracy. The center position in the 
vertical direction differs from the truth by less than 0.5 m, the half-length 
by less than 2.0 m, and the orientation by less than 2.0°; the aperture is esti-
mated at 0.36–0.96 mm, which approaches the true value of 1.0 mm. With the  
increase of MS location errors, both the mean error and the variation range of 
fracture parameters are generally enlarged. However, as long as errors in MS 
locations are kept below 20 m, which is equal to the distance (annotated as 
Dm) between the hidden fracture and its nearest parallel fracture (i.e., fracture 
index marked as two in Figure 2a), the number of fractures can be accurately 
identified. The maximum difference in the center position of the hidden frac-
ture is estimated at 5.0 m, in the half-length it is 17.0 m, and the maximum 
orientation difference is 5.0°, which are lower than the noise in MS locations 
and prior range of orientations, respectively. When further increasing the 
noise in MS locations to 30 m, equal to 1.5 Dm, the number of fractures can 
still be determined as four, and errors in the fracture position and length can 
be well constrained. Although the error in fracture orientation increases to a 
maximum value of 8°, it is lower than the prior range of fracture orientation 
(10°).

When increasing errors in MS locations to 40 m, we reach values that are 
significantly higher than Dm. In this case, the number of fractures fluctuates 

Figure 5. Trace plot of the misfit between calculated and observed 
temperatures, and fracture network realizations by 1, 5, and 50 iterations, 
respectively.

Figure 6. (a) Outflow temperatures in responses to (b) fracture realizations 
(expressed as the probability image defined by the frequency at each pixel 
after rasterizing the maps) generated by joint microseismic and temperature 
data inversion; both aligning with the truth.

 19447973, 2023, 9, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022W

R
034339 by E

th Z
ürich E

th-B
ibliothek, W

iley O
nline L

ibrary on [07/09/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Water Resources Research

JIANG ET AL.

10.1029/2022WR034339

15 of 22

at three and four, and with respect to the mean aperture it generally varies 
reversely with the number of fractures. MS locations with high errors play 
only a minor role in constraining the uncertainty of fracture number and 
geometry. Adjacent fractures are possibly combined as one fracture featuring 
a larger aperture, which still results in sufficient accuracy in predicting the 
outflow temperatures. This indicates a limitation of the proposed method in 
predicting fracture network patterns in the highly fractured reservoir, which 
is defined by a low separation (Dm) of two adjacent fractures relative to the 
noise (Em) in the interpreted MS locations in this study. In fractured reser-
voirs with Dm widely below Em/1.5, the method may fail to identify each frac-
ture; rather, the adjacent fractures tend to be merged as one fracture. In that 
case, a heterogeneous continuum conceptual model of the reservoir, that is, 
a spatial distribution of permeability, might be favorable (Dong et al., 2019).

Despite the high uncertainty in the prior estimations of fracture geometry 
attributed to the high errors in MS locations, the evaluation of the generated 
DFN realization based on the MS events in the likelihood function yields 
posterior realizations that fulfill the measured temperature data with the 
RMSE converged to below 1°C. A smaller error in the location of the MS 
events improves the prior DFN generation. It reduces the number of possi-
ble posterior DFN realizations leading to a better resolution in the fracture 
probability map.

Analyses above indicate that the joint inversion of MS data and thermal 
breakthrough data can reduce the error and uncertainty in fracture length, 
position, and orientation, which are well below those informed by merely MS  
data and prior estimations; the model can also estimate the fracture aperture  
in the same magnitude as the true value. However, errors and uncertainties in 
fracture parameters tend to increase with the error in MS locations. The  inter-
pretation of MS locations to higher accuracy is desirable for high-quality 
fracture network characterization by using the proposed inversion frame-
work; the error of MS locations below 1.5 Dm is considered as a precondition 
to correctly separate the fractures with the distance of Dm.

Furthermore, the performance of the inversion model is examined under other 
reservoir conditions and varying types of observation data. With the reser-
voir conditions and observation data provided in Section 3.1 as the base case, 
(a) the thermal conductivity of rock matrix is increased to 8.0 W·(m·°C) −1 
in comparison to 2.0 W·(m·°C) −1, to clarify the performance of the inver-
sion model under variant fracture-matrix heat exchange rates; (b) the density 

Item Fracture number Center position (m) Half-length (m) Orientation Aperture (m)

Truth 4 −1,546.5 65.3 84.3° 0.001

Realization1 4 −1,544.3 64.5 86° 0.0004

Realization2 4 −1,544.8 65.8 83° 0.0005

Realization3 4 −1,543.6 66.2 81° 0.0007

…

Mean value 4 −1,544.4 65.8 81.2° 0.0005

Mean error 0 2.1 0.5 3.1° 0.3 a

 aEstimated by the mean value of absolute errors after the logarithm conversion: |log10(Truth)-log10(Calculation)|, which 
indicate the magnitude of discrepancy.

Table 1 
Errors in Estimating the Number of Fractures, and the Center Position, Half-Length, Orientation, and Aperture of the 
Hidden Fracture

Figure 7. Estimation errors in (a) center position, (b) half-length, (c) 
orientation and (b) aperture of the hidden fracture under errors in microseismic 
locations assuming a uniform probability distribution of U(−5 m, 5 m), 
U(−10 m, 10 m), U(−15 m, 15 m), U(−20m, 20 m), and U(−30 m, 30 m), 
respectively.
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and viscosity variation with temperature is considered under uneven initial 
temperature distribution following a geothermal gradient of 6.0°C/100 m, in 
order to test the potential influence of density-driven flow on the fracture 
network characterization. (c) pressures at observation positions are employed 
as additional data for the inference of fracture geometry, and (d) fracture 
orientations at the positions of fractures intersecting boreholes are assumed 
to be unknown, in order to test if the model performance can be significantly 
affected by the types of data possibly available in deep reservoirs.

There is no trending variation in estimated apertures and fracture numbers, 
but the statistics of fracture positions, lengths and orientations vary partly 
under the conditions above. Firstly, the thermal conductivity is increased 
from 2.0 to 8.0  W·(m·°C) −1, which represents an uncommonly high ther-
mal conductivity but to emphasize the influence of fracture-matrix heat 
exchange; consequently, the center position, length, and orientation of the 
hidden fracture to fluctuate in the similar range featuring close mean values 
(Figure 8). This suggests that the performance of the model is unaffected by 
the magnitude of thermal conductivity and fracture-matrix heat exchange, as 
long as the forward model of flow and heat transport can describe the process 
of fracture-matrix heat exchange accurately.

The consideration of density-driven flow (i.e., density and viscosity varia-
tion with temperature) in the forward model can reduce the error and uncer-
tainty in predicting the position, especially the orientation, of the hidden 
fracture (Figure 8c); this is because outflow temperatures in response to the 
density-driven flow are related to the dip angle of fractures. On the one hand, 
this represents an advantage of using temperature as tracer, which can improve 
the accuracy of fracture network characterization in geothermal reservoirs; 
on the other hand, the consideration of density-driven flow in the forward 
model increases the computational burden significantly. In these illustrated 
cases, single computation of the forward model without considering density 
effects takes 30–40 s on the desktop computer (Intel Core™ i9-9900 CPU 
3.6 GHz), but takes 300–500 s once the density effects are considered. In the 
low-to-median enthalpy geothermal reservoirs filled with liquid water, the 

fluid density variation with hydraulic pressure is often neglected, since the average density change versus pres-
sure is estimated at about 0.4 kg/m 3 per Mega Pascal (MPa), in comparison to an average density change versus 
temperature of about 0.5 kg/m 3 per Degree Celsius (°C) (Cooper & Dooley, 2007; Wagner & Pruß, 2002). In the 
illustrated examples, the density variation induced by the hydraulic pressure is lower than 1.0 kg/m 3 (in response 
to the maximum pressure difference in the reservoir below 2.0 MPa), which is significantly lower than the density 
variation induced by the temperature of 15 kg/m 3 (in response to the maximum temperature difference of 30°C). 
Similarly, the effect of pressure on the water viscosity is also negligible in comparison to that of temperature 
(Cooper & Dooley, 2007; Wagner & Pruß, 2002).

Under the given hydraulic and thermal conditions in the illustrated case, pressures at three observation positions 
reach steady state immediately. Thus, the inclusion of pressure observations as additional data besides to temper-
atures and MS locations does not improve the accuracy in characterizing the fracture geometry (Figures 8a–8c). 
Lastly, the influence of borehole information on the fracture characterization is investigated. In the base case, 
orientation of fractures at positions of fractures intersecting boreholes are assumed to be deterministic. For 
comparison, the fracture orientation at the borehole wall is now assumed to be unknown. The corresponding 
inversion results reveal that pre-defined fracture orientation at borehole walls, orientations and positions of the 
hidden fracture can be estimated to the accuracy at the same level to the model with deterministic fracture orien-
tation at borehole walls. However, larger errors and uncertainties exist in estimating the lengths of the hidden 
fractures (Figure 8b). This is because without pre-defined orientations to the fractures on the borehole wall, there 
is a higher possibility that MS events belonging to the neighboring fracture are wrongly categorized to the hidden 
fracture; thus, the fracture size determined by the projection of MS events on the fracture plane could be deviated 
from the truth.

Figure 8. Estimation errors in (a) center positions, (b) half-lengths, and (c) 
orientations of the hidden fracture under the base case, in comparison with 
(1) thermal conductivity of rock matrix increasing to 8.0 W·(m·°C) −1, (2) 
consideration of density-dependent flow and under initial thermal gradient 
6°C/100 m, (3) use of pressure as additional constraint for fracture inversion, 
and (4) unknown fracture orientations at the positions of fracture intersecting 
boreholes.
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4.2. Outcrop-Based Case

4.2.1. Model Reliability

To further examine the effectiveness of the inversion model in recreating the 
complex fracture network, the outcrop-based fracture network is inferred by 
rjMCMC inversion, along 100 independent chains by parallel computing. As 
shown in Figure 9, the misfits between calculated and observed temperatures 
decrease rapidly along each chain, with the value stabilizing below 0.1 after 
400 iterations. It was tested that further increasing the number of iterations 
to 2,000, the misfit in temperature does not reduce, and the acceptance ratio 
of the inversion model approaches zero. Thus, the inversion model reaches 
convergence, and the first 400 iterations are regarded as the burn-in period.

Realizations of fracture networks at the 1,000th iteration of 100 chains are 
extracted, that is, one realization is extracted from each chain and a total of 

100 realizations are stored. As shown in Table 2, the error in the number of fractures is estimated at 1 to 3, and 
the mean error in fracture lengths and orientations is estimated at 1.5° and 5.0 m, respectively. The aperture of  
fractures is estimated at 0.70–6.3 mm, with a mean value of 3.6 mm. The aperture is well constrained to the same  
order of magnitude as the true value of 1.0 mm, although it is slightly overestimated. This is because the proposed 
method tends to combine the fractures featuring similar orientations and a separation lower than the error range 
of MS events as one fracture (see Section 4.1). Thus, the number of identified fractures in this synthetic case is 
underestimated at 14 to 16, which is less than the true value of 17. The reduced number of fractures is compen-
sated by an increase in the fracture  aperture.

The realizations of fracture network results in a probability map of fracture network (Figures 10b–1) and a misfit 
between calculated and observed breakthrough curves (Figures 10a–1). A direct comparison between true frac-
tures and the probability map shows that the fractures revealed by downhole logs with predefined orientations can 
be accurately recreated, with errors in length and center position below 10% relative to the truth. Other fractures 
that are not revealed by the downhole logs fit well with a fracture probability higher than 50% (Figures 10b–1). 
This suggests that the proposed method is capable of reconstructing major features of the fracture network, while 
predicting the thermal breakthrough curves well.

The reliability of the joint inversion procedure for reconstructing fracture network is further examined by predicting 
the thermal breakthrough curve in the alternative trial production test (Section 3.3). As shown in Figures 10c–1, 
the thermal breakthrough curves in response to 100 realizations of fracture network in Figures  10b–1 align 
with  the observations of the validation dataset. The mean error in temperature prediction is less than 1.0°C 
(equilibrium to approximately 4% of the temperature variation in 30-day production), representing a particularly 

good performance of the inverted models for the prediction of heat transport 
and heat production.

4.2.2. Model Comparison

For highlighting the complementarity of MS and temperature data for inver-
sion of the outcrop-based case, the joint MS and temperature data inversion 
is additionally compared to a pure temperature data inversion without using 
seismicity information. The latter represents a traditional inversion model 
for fracture tomography (Ringel et al., 2019; Somogyvári et al., 2017). Both 
inversion models are iterated 1,000 times over 100 chains. It is revealed that 
when including MS events, the misfits in outflow temperatures decrease 
rapidly during the first 50 iterations, and over 90% of chains they stabilize at 
the value below 0.1°C after 200 iterations. Accordingly, the burn-in period 
is estimated to range over 400 iterations (Figure 9). In contrast, without MS 
data, the misfits in temperatures at merely 20% of chains drop to 0.1°C after 
400 iterations, and at less than 40% of chains they stabilize after 1,000 itera-
tions at values below 0.1°C, while the others struggle to achieve the conver-
gence even after 2,000 iterations. Including MS events can significantly 

Figure 9. Trace plot of the misfit between observed and calculated outflow 
temperatures.

Item
Fracture 
number

Orientations
Lengths 

(m)
Apertures 

(m)Group 1 Group 2

Truth 17 22–35° 114–122° 17–111 0.001

Statistics 17 29.5° 119.5° 54.4 0.001

Realization1 14 29–35° 120–123° 19–117 0.006

Realization2 16 21–34° 116–122° 19–118 0.002

Realization3 15 23–30° 120–124° 12–118 0.0007

…

Statistics 14–16 28.0° 120.1° 59.4 0.004

Mean error 1–3 1.5° 0.6° 5.0 0.6 a

 aError after logarithm conversion, indicating the error expressed by the 
magnitude.

Table 2 
Errors in Estimating the Number, Orientations, Lengths, and Apertures of 
Fractures
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shorten the burn-in period and save computation time by providing geometric information for the efficient gener-
ation of DFN realizations.

Moreover, the generation of DFN realizations from MS events reduces the uncertainty of the inversion results 
(Figure 10b) and it enables a more accurate prediction of the temperature profiles (Figure 10c). The effect of inte-
grating the MS events facilitates a better resolution of the fracture probability map in the lower left of the inves-
tigated region. Without the application of the MS events, several fractures with a probability of approximately 
50% appear in Figure 10b–2 in contrast to Figure 10b–1. Also, the lengths of fractures are generally overestimated 
when not considering the information from MS events.

Figure 10. (a) Comparison of the “true” breakthrough temperatures and calculated temperatures, and (b) probability map of 100 DFN realizations generated by (a) 
joint inversion and (b) pure temperature data inversion, and (c) thermal breakthrough curve associated with each DFN realization compared to the observed temperature 
in the validation step.
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With the priors on the orientations defined by downhole logs, the orientations of fractures intersected by bore-
holes can be well identified by both the pure temperature data inversion and by the joint inversion. However, 
higher uncertainties in the fracture parameters lead to higher errors in predicting outflow  temperatures. This 
is observed for both inversion and validation periods for the traditional inversion, where the misfit between 
calculated and observed temperature reaches 3°C, which is larger than the mean observation errors of 0.1°C 
(Figure 10a–2). Based on the generated fracture networks, the outflow temperature predicted in the validation 
dataset deviates from the observations by −5°C to 15°C, with a mean error over 5°C (Figure 10c–2). In contrast, 
the uncertainty is significantly reduced by joint inversion (Figure 10c–1).

4.3. Outlooks

Joint MS and thermal breakthrough data inversion enables the inference of fracture number orientation and aper-
ture. It improves estimation of fracture size and position with errors significantly lower than errors in the loca-
tions of MS events. However, errors in fracture parameters tend to increase with the errors in the locations of MS  
events. The presented analyses with synthetic examples demonstrated that the inversion model tends to combine 
adjacent fractures as single one with larger aperture, if the error in MS events (annotated as Em) increases beyond  
1.5 Dm (i.e., the minimum distance between two adjacent fractures). As revealed by the outcrop-based cases, 
the number of fractures is estimated to be lower than the true value of 17 and the aperture is estimated higher 
than 1.0 mm. This results in the average outflow temperature lower than the observations by about 1.0°C for 
30-day produc tion (Figure 10c). Although this is merely equal to approximately 4% of the temperature variation, 
representing a sufficiently accurate estimation, there is still a risk that this error becomes even higher in realistic 
implementation where high errors in the MS locations or low fracture separations in highly fractured reservoir 
occur. Based on the findings with the synthetic case, the resolution of the inversion model in identifying adjacent  
fracture is approximately Em/1.5. For example, when the noise in the location of MS events is 15 m, the minimum  
distance between two adjacent fractures to be well separated is 10 m. A distance lower than 10 m tends to yield a 
single fracture with larger aperture. Moreover, part of tiny fractures may lead to extremely weak seismic signals, 
which cannot be captured by the seismic stations and reflected by the MS events. In order to address these prob-
lems, high-quality localization of MS events is preferred, in order to improve the accuracy in the interpretation 
of fracture networks. An alternative way is to simulate the physical processes of MS generation during hydraulic 
fracturing adhering to the forward flow and tracer transport modeling under the rjMCMC inversion framework; 
this will increase the computational burden, but is an objective for future research.

Although we focused on a 2D problem, the framework of the inversion model in generating a fracture network  
from MS events and tracer data is transferable to the 3D implementation. For this, the input parameter of orien-
tation (s) needs to be replaced by dip angle and strike, and the fracture length (l) needs to be replaced by length  
and width assuming the shape of fracture features, for example, a plane rectangle. The rjMCMC approach for  
fracture network updating is also applicable to the characterization of 3D fracture parameters (Equations 10 and 11) 
(Ringel et  al.,  2022). The effect of the inversion framework was demonstrated by applying heat as tracer. Heat  
is often employed to mimic the chemical-reactive tracer in the interpretation or validation of reservoir struc-
ture (Ren et al., 2023; Saar, 2011; Wu et al., 2021), attributed to its cost-effectiveness without adding chemical 
species into the reservoir. It is best suit for geothermal reservoirs, since heat as a tracer is closer to geothermal 
applications than chemical tracers. For example, strong heat dissipation observed through tracer test also indicates  
a strong heat dissipation when operating a geothermal plant. However, the heat dissipation would lead to weak 
temperature responses in realistic 3D fractured reservoirs. Thus, for implementations in practice, thermal tracer 
often works with other conservative and reactive tracers. Multiple-tracer interpretation can be incorporated into  
the proposed inversion framework by replacing the governing equations for heat transport (Equation 6) with the 
equations for advection-dispersion, for the simulation of tracer transport and the misfit between calculated and 
observed concentration (Equation 9).

In general, the implementation of the inversion model for realistic and 3D fracture network characterization is  
potentially limited by the computational efficiency of the forward flow and transport model in complex 3D frac-
ture networks. Replacing the 2D simulator THERMAID by a high-performance 3D DFN simulator, for example,  
DFNWORKs, and using a conservative tracer instead of temperature, would allow forward modeling of flow and 
transport in the fracture network efficiently by neglecting the fracture-matrix tracer exchange and tracer transport  
in the matrix. The integrated inversion model for 3D fracture network characterization will be tested in the future  
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for the conditions at enhanced geothermal systems of the Gonghe site, China, where MS events have been 
monitored during the reservoir stimulation and two-stage tracer tests have been conducted.

5. Conclusions
This study established a novel inversion framework to characterize the DFN by integrating seismicity and temper-
ature data with the rjMCMC algorithm. The inversion model was tested in two synthetic fractured geothermal 
reservoirs composed of four fractures and fracture reservoir featuring 17 fractures, respectively. The model 
enabled the estimation of the fracture number, orientations, positions, lengths and aperture reliably. Based on the 
realizations of fracture networks, the heat production can be accurately predicted with a mean error lower than 5%.

Regarding the data availability in realistic deep reservoirs, the proposed inversion model merely required the 
minimum number of fractures and gross fracture orientation ranges revealed by downhole logs, thermal break-
through curves obtained in the trial-production test via doublet wells, and MS events monitored during reservoir 
stimulation. It was best suited for the fracture network characterization in enhanced geothermal reservoirs and 
unconventional gas/oil reservoirs, where the MS events are monitored, and trial-production test data are availa-
ble. Fracture networks can be generated reliably. In contrast, supported by the same amount of temperature data 
without seismicity information, the traditional inversion model overestimated the fracture size, and led to severely 
biased prediction on heat production with high uncertainty.

Overall, the application of MS events and thermal breakthrough curves for the joint DFN inversion complemented 
each other. Recorded MS events provided information about the structural properties of the fractured rock to be 
applied for the efficient generation of DFN realizations and the temperature curves are the basis to also adjust the 
hydraulic properties of the DFN. The proposed algorithm formed a cost-efficient way to image the DFN without 
requirement of the massive hydraulic and tracer data observations by cross-well multiple-source-and-receiver 
test.

Data Availability Statement
The data files for this research, including the microseismicity data and temperature data employed to test the 
inversion model, are available via the Harvard Dataverse (Jiang, 2022b).
Software Availability Statement: Software for this research includes the codes for the forward modeling and the 
inversion. The forward modeling employed the open source codes THERMAID, which can be requested via 
(Jansen et al., 2018). The source codes developed in this research for joint microseismicity and tracer test data 
inversion are available via the Harvard Dataverse (Jiang, 2022a).
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