Analytical simulation of groundwater flow and land surface effects on thermal plumes of borehole heat exchangers
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HIGHLIGHTS

• A new analytical solution for simulating shallow geothermal systems is presented.
• The solution accounts for long-term changes in land use and groundwater flow.
• The approach is verified with a numerical model and validated in a case study.
• Land use changes and horizontal advection can overprint anomalies induced by BHEs.
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ABSTRACT

A new analytical model is presented for simulation of ground thermal effects from vertical borehole heat exchangers (BHEs). It represents an extension of the moving line source equation and efficiently describes the coupled transient effects from geothermal energy extraction, subsurface heat conduction, horizontal groundwater flow and spatially variable land use. It is successfully verified by comparison with an equivalent numerical model and validated by application to a field case with detailed long-term temperature monitoring. Non-dimensional sensitivity analysis reveals the coupled influence of advection and conduction for different assumptions of the land surface. Especially accelerated heat flux from asphalt or buildings at the land surface is shown to have a remarkable impact on the thermal conditions in the ground. Together with the flow velocity of the groundwater, it determines the intensity, form and steady-state of the thermal anomaly induced from BHE operation.
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Nomenclature

\(a\) \hspace{1cm} \text{thermal diffusivity (m}^2 \text{s}^{-1}\)

\(b_1, b_2\) \hspace{1cm} \text{scaling parameters for top boundary temperature functions}

\(c_{wv}, c_s\) \hspace{1cm} \text{volumetric heat capacity of water and of solids (MJ m}^{-3} \text{K}^{-1}\)

\(C_p\) \hspace{1cm} \text{specific heat capacity of the porous medium (J kg}^{-1} \text{K}^{-1}\)

\(F_o\) \hspace{1cm} \text{Fourier number}

\(\mu^e_o\) \hspace{1cm} \text{frequency-modified } F_o

\(f\) \hspace{1cm} \text{spatial distribution function of instantaneous sources or sinks}

\(G\) \hspace{1cm} \text{Green's function}

\(g\) \hspace{1cm} \text{spatial distribution function of continuous sources or sinks}

\(H\) \hspace{1cm} \text{borehole length (m)}

\(j\) \hspace{1cm} \text{dimensionless form of } j

\(j_0\) \hspace{1cm} \text{main integrand function within the MFLS solution}

\(k\) \hspace{1cm} \text{geothermal gradient (°C m}^{-1}\)

\(L\) \hspace{1cm} \text{phase shift of top boundary temperature functions}

\(n\) \hspace{1cm} \text{normal vector to the plane where heat sources are located}

\(n_e\) \hspace{1cm} \text{effective porous medium porosity}

\(OH\) \hspace{1cm} \text{operational hours of a heat pump (h)}

\(Pe\) \hspace{1cm} \text{Péclet number}

\(q_d\) \hspace{1cm} \text{Darcy velocity (m s}^{-1}\)

\(q_L\) \hspace{1cm} \text{heat flow rate per unit length (W m}^{-1}\)

\(R\) \hspace{1cm} \text{dimensionless form of } r

\(r\) \hspace{1cm} \text{radial distance from the borehole (m)}

\(T\) \hspace{1cm} \text{temperature in the porous medium (°C)}

\(T_s\) \hspace{1cm} \text{ground surface temperature (°C)}

\(T_{ref}\) \hspace{1cm} \text{arbitrary reference temperature (°C)}

\(T_{calc}\) \hspace{1cm} \text{temperature calculated for a given } Pe \text{ (°C)}

\(t\) \hspace{1cm} \text{time (s)}

\(t_o\) \hspace{1cm} \text{period of top boundary temperature functions (months or years)}

\(u\) \hspace{1cm} \text{integration variable}

\(v_t\) \hspace{1cm} \text{effective thermal velocity (m s}^{-1}\)

\(x\) \hspace{1cm} \text{coordinates vector where temperature is evaluated (m)}

\(x'\) \hspace{1cm} \text{coordinates vector where a heat source is located (m)}

\(x, y, z\) \hspace{1cm} \text{single space coordinates where temperature is evaluated (m)}

\(x', y', z'\) \hspace{1cm} \text{single space coordinates where heat sources are located (m)}

\(X\) \hspace{1cm} \text{dimensionless form of } x

\(X', Y', Z'\) \hspace{1cm} \text{dimensionless form of } x', y', z'

\(z'\) \hspace{1cm} \text{characteristic length (m)}

Greek symbols

\(\theta\) \hspace{1cm} \text{dimensionless temperature}

\(\lambda\) \hspace{1cm} \text{thermal conductivity of porous medium (W m}^{-1} \text{K}^{-1}\)

\(\phi\) \hspace{1cm} \text{analytical temperature solution (°C)}

\(\rho\) \hspace{1cm} \text{density (kg m}^{-3}\)

\(\tau\) \hspace{1cm} \text{time at which a heat pulse is released (s)}

\(\psi\) \hspace{1cm} \text{top boundary temperature function (°C)}

\(\Delta \theta\) \hspace{1cm} \text{dimensionless top boundary temperature function}

\(\omega\) \hspace{1cm} \text{frequency (month}^{-1} \text{or year}^{-1}\)

Subscripts

\(a, b\) \hspace{1cm} \text{lower (a) and upper (b) coordinates of an area with distinctive land use}

\(c\) \hspace{1cm} \text{continuous heat source}

\(lu\) \hspace{1cm} \text{land use}

\(o\) \hspace{1cm} \text{initial conditions}

\(p\) \hspace{1cm} \text{bulk porous medium property}

\(tb\) \hspace{1cm} \text{top boundary heat source}

Abbreviations

BHE \hspace{1cm} \text{borehole heat exchanger}

FLS \hspace{1cm} \text{finite line source}

GWF \hspace{1cm} \text{groundwater flow}

GSHP \hspace{1cm} \text{ground source heat pump}

GST \hspace{1cm} \text{ground surface temperature}

MFLS \hspace{1cm} \text{moving finite line source}

TDP \hspace{1cm} \text{temperature depth profile}

1. Introduction

Borehole heat exchangers (BHE) represent by far the most frequent geothermal applications [1]. In vertical boreholes, plastic tubes are installed, where a heat carrier fluid is circulated. This yields a well-controlled closed system, which exchanges heat with the ground without transfer of mass. The heat carrier fluid commonly feeds an aboveground heat pump that supplies low-temperature heating systems to buildings. Borehole length and number are tailored to a given heating and cooling demand. The boreholes are drilled to depths of tens to hundreds of meters and typically operated for decades [2–5].

BHEs are often applied for heating only, and annual heat exchange with the ground is, therefore, not balanced. Since the usually dominant transport mechanism in the ground, heat conduction, is a slow process, energy deficits are generated, and thermal anomalies develop around the boreholes. Rybach and Eugster [6] estimate the duration of thermal recovery as least as long as the time of operation. This has to be accounted for in design of individual BHE applications, and is a crucial aspect when multiple neighboring installations are operated [7]. Especially in many cities of central and northern Europe, the growing density of BHEs is critically watched [8]. Regulations are sparsely enforced to constrain proliferation, such as minimum distances between adjacent systems and ground temperature thresholds. Recent surveys show that such directives are convenient, however, are also detached from the relevant thermal processes and factors [9,10]. Long-term thermal effects in the vicinity of BHEs are rarely continuously monitored such as at the Egg site, Switzerland [8], and the field site Bad Wurzach, Germany [11]. Despite decades of experience, there exists no study that provides insight in the temperatures that really evolve from long-term operation of densely arranged BHE applications. Hence, analytical and numerical heat transport models are currently the most important means for predicting future conditions in the ground [12].

There exists a broad range of different modeling techniques and the most common approaches are based on Kelvin’s line source theory [13–16]. In such (semi-) analytical line source models, the ground temperature field around the borehole is a function of radius and time, calculated based on the heat extraction (or injection) rate. In order to account for the axial effects at the borehole toe, the finite line source model is used and this variant is customarily employed for BHE planning [17,18]. Relying on a model that only addresses conductive heat transport, however, is not always advisable. Horizontal groundwater can additionally carry heat to the boreholes, and this advective transport component is
implemented in the moving line source model [19–21]. The role of advection was studied in several shallow geothermal applications. It has been shown that through groundwater flow heat extraction is more effective, and thermal anomalies are less pronounced, but potentially deviated in downstream direction [22–28]. This is crucial when regulative frameworks are defined, and the BHE density and arrangement has to be adjusted to the ambient groundwater flow regime instead of applying a static radial distance restriction [29]. Aside from this, description of thermal transport in the ground by conduction only results typically in a conservative evaluation of thermal BHE effects [30,31]. This ultimately means an underestimation of the geothermal potential and an oversizing of ground source heat pump (GSHP) systems [2].

Another aspect that possibly enhances the geothermal potential in cities is the accumulation of anthropogenic and waste heat in urban ground [32–36]. In built-up areas, heat migrates from the basement of buildings in the ground, and pavements accelerate ground heat gain from solar radiation [37–40] (see Fig. 1). Additional heat sources are infrastructural ground installations, such as subway tunnels, buried district heating, sewage networks, and also geothermal installations, such as aquifer thermal energy storage (ATES), groundwater heat pump and GSHP systems [38]. Bandos et al. and Santander et al. [41,42] introduced a finite line source that can handle conductive heat flow, a vertical geothermal gradient and, as top boundary, the vertical influence from the ground surface. Bandos et al. [42] demonstrated that by considering a time-dependent top boundary condition in the line source model, the effects from ambient temperature variations can be included in thermal response test (TRT) interpretation. In a related study on the design of foundation power transmission towers, Duan and Naterer [43] superimposed the transient finite line source and an equation describing a seasonal top boundary condition to reproduce experimental data. None of these analytical approaches, however, can be used to also simulate the effect of groundwater flow.

In the present study, a new analytical framework is presented that is based on the moving line source and able to quantify the effects of different land use types. In many cities that face a growing number of geothermal applications, such as Switzerland, the Netherlands [44] and others of the European Union [45], near productive aquifers exist. Our objective is using this equation to reveal the combined effect of ground heat conduction and advection, when BHEs are operated in built-up areas with pronounced vertical conductive heat flux. By spatial and temporal superpositioning, time-dependent processes and spatially variable land use types, which are characteristic in urban environments, can be simulated in a flexible way. This expands the application window of analytical equations as fast but simplifying alternatives to generally applicable numerical models [46].

First the new analytical model is introduced and then verified using a numerical heat transport model. Subsequently, the influence of changing land use types and groundwater flow velocities is comprehensively studied using a dimensional analysis. Finally, the analytical model is also validated and further investigated using the Egg field test site in Switzerland under conductive and advective heat flow conditions. At this test site, ground temperature profiles at close distances from a BHE are repeatedly measured over a time span of 15 years [6].

2. Methodology

We propose a new analytical solution that complements the moving line source model by incorporating spatial and temporal variability of ground surface temperature (GST). The solution is suitable for modeling the effect of spatial land use variability, which is typical in urban environments, on borehole heat exchangers (BHEs). The conduction-advection problem is formulated in a semi-infinite space, in which specific Green’s functions represent complex top boundary temperature conditions, continuous sources and sinks within the domain, as well as the initial temperature state.

For the analytical simulation, we assume that the ground can be approximated as semi-infinite, homogeneous and fully saturated porous medium. This corresponds to similar assumptions in related studies [13,14,18,47,48]. The top boundary (i.e., ground surface) is defined as 1st type or prescribed temperature condition. Within this framework, the BHE is modeled as a finite line source with constant heat flow rate. Furthermore, a steady state and uniform horizontal groundwater flow regime is applied. Some line source models also include mechanical dispersion (e.g. [49]), however, the present work focuses on advective heat flux from groundwater flow, and therefore dispersion effects are not considered (see also [27]). As is common in these models, thermal properties are set independent of temperature changes. Hecht-Méndez et al. [50], for instance, emphasize that the inaccuracies of BHE simulation from assuming a constant groundwater viscosity and when ignoring buoyancy effects, are only minor within the temperature range shallow BHEs are operated.

Under these conditions, the temperature response within the half-space can be written as the superposition of any given initial thermal conditions \( \varphi_0 \), known continuous sources or sinks \( \varphi_s \) and top boundary effects \( \varphi_\partial \):

\[
T(x, y, z, t) = \varphi_0(x, y, z, t) + \varphi_s(x, y, z, t) + \varphi_\partial(x, y, z, t)
\]

(1)

where \( \varphi_0 + \varphi_s \) and \( \varphi_\partial \) are the solutions for the homogeneous and nonhomogeneous boundary-value problems of heat conduction respectively [13,51]. In Eq. (1), the individual responses are given in terms of the Green’s function for the specific problem. For a half-space, this Green’s function for an unitary and instantaneous heat pulse located at the point \( x \) at time \( t \) reads [13]:

\[
G(x, y, z, t - \tau) = \frac{1}{8\pi \rho C_p [\alpha (t - \tau)]^{3/2}} \times \left\{ \exp \left[ \frac{-[(x - x')^2 + (y - y')^2 + (z - z')^2]}{4\alpha(t - \tau)} \right] - \exp \left[ \frac{-[(x - x')^2 + (y - y')^2 + (z + z')^2]}{4\alpha(t - \tau)} \right] \right\}
\]

(2)
The temperature response in the ground, due to a top boundary temperature \( \varphi(x', y', z) \), is obtained through the superposition of continuous instantaneous doublets with intensity \( a \varphi(x', y', z) \) distributed over the boundary plane (here the plane \( z = 0 \)) as follows [13]:

\[
\vartheta_a(x, x', t) = a \int_0^t \int_{x'} \varphi(x', y', t') \left( \frac{\partial \varphi}{\partial t} \right) dy' dx' d\tau
\]

\[
= \frac{z}{8(\pi a)^{3/2}} \int_0^t \int_{x'} \frac{\varphi(x', y', t')}{(t - \tau)^{3/2}}
\times \exp \left[ - \frac{(x-x')^2 + (y-y')^2 + z'^2}{4a(t - \tau)} \right] dx' dy' d\tau, \quad z > 0
\]  

(3)

The temperature response due to unitary and continuous thermal sources or sinks, whose spatial distribution is given by \( g(x') \), is obtained through the superposition of continuous heat sources as follows:

\[
\vartheta_s(x, x', t) = \int_0^t \left( \int_{x'} G(x, x', t - \tau) g(x') dx' \right) d\tau
\]  

(4)

Finally, if the initial conditions are given by a temperature distribution \( f(x') \), the associated temperature response is

\[
\vartheta_0(x, x', t) = \int_{x'} G(x, x', t) f(x') dx'
\]  

(5)

There exist special solutions to this problem. When the initial conditions are determined by the geothermal gradient \( k \) and a known surface temperature \( T_s \), the solution \( \vartheta_0 \) becomes [13]

\[
\vartheta_0(x, t) = T_s \text{erf} \left( \frac{z}{2\sqrt{at}} \right) + k z
\]  

(6)

whose dimensionless form can be expressed as

\[
\vartheta_0(F_o) = \frac{\vartheta_0 - k z}{T_s} = \text{erf} \left( \frac{1}{4F_0} \right)
\]  

(7)

where \( F_o = \frac{\pi}{a} \) is the Fourier number. For continuous sources distributed along a finite line, the solution \( \vartheta_s \) becomes the finite line source (FLS) model [17] or its moving version (MFSL) [21] when groundwater flow is accounted for:

\[
\vartheta_s(x, x', t) = \frac{q_l}{2\pi \rho} \exp \left( \frac{\nu X}{2a} \right) \left[ \int_{x'}^0 j(x, x', t) dz' - \int_{x'}^0 j(x, x', t) dz' \right]
\]  

(8)

\[
\int_0^t j(x, x', t) dz' = \frac{1}{4\nu} \left[ \exp \left( \frac{-\nu t}{2a} \right) \text{erfc} \left( \frac{t}{2\sqrt{at}} \right) + \exp \left( \frac{\nu t}{2a} \right) \text{erfc} \left( \frac{t + \nu t}{2\sqrt{at}} \right) \right]
\]  

(9)

\[
r(x', x) = \sqrt{(x-x')^2 + (y-y')^2 + (z-z')^2}
\]  

(10)

The dimensionless temperature \( \vartheta_s \) is also given by [21]:

\[
\vartheta_s(X, X', F_o, Pe) = \vartheta_s = \frac{q_l}{q}
\]

\[
= \frac{1}{2\pi} \exp \left( \frac{Pe X}{2X} \right) \left[ \int_0^1 j(X, X', F_o, Pe) dz' - \int_1^0 j(X, X', F_o, Pe) dz' \right]
\]  

(11)

\[
\int_0^1 j(X, X', F_o, Pe) dz' = \frac{1}{4\nu} \left[ \exp \left( \frac{Pe X}{2X} \right) \text{erfc} \left( \frac{R - Pe F_o}{2X F_o} \right) + \exp \left( \frac{Pe X}{2X} \right) \text{erfc} \left( \frac{R + Pe F_o}{2X F_o} \right) \right]
\]  

(12)

\[
R(X, X') = \sqrt{(X-X')^2 + (Y-Y')^2 + (Z-Z')^2}
\]  

(13)

where \( Pe = \frac{a t}{\rho c} \) is the Péclet number, \( X = (X, Y, Z) = \frac{1}{\rho} (x, y, z) \), \( X' = (X', Y', Z') = \frac{1}{\rho} (x', y', z') \) and \( z' \) is any characteristic length.

To simulate the effect of prescribed time-dependent top boundary temperature \( \varphi(t) \) over an infinite plane, Eq. (3) can be simplified as follows [13]:

\[
\vartheta_{ab}(z, t) = \frac{z}{2\sqrt{\pi a}} \int_0^t \varphi(t') \exp \left[ - \frac{z^2}{4a(t - t')} \right] dt'
\]  

(14)

Moreover, if the function \( \varphi(t) \) is defined as

\[
\varphi(t) = \varphi_{ab}(t, b_1, b_2, T_m) = T_m \left[ b_1 + b_2 \cos \left( 2\pi \left( \frac{t}{T_0} + L \right) \right) \right]
\]  

(15)

and with the change of variable \( u = \frac{z^2}{4a(t - t')} \), the dimensionless form of Eq. (14) is

\[
\vartheta_{ab}(F_o, F_o^w, b_1, b_2) = \frac{\vartheta_{ab}}{T_m}
\]

\[
= \frac{1}{\sqrt{\pi}} \int_0^\infty \left[ b_1 + b_2 \cos \left( \frac{1}{F_o} (F_o - 1 + 2\pi u) \right) \right] \exp \left( \frac{-u}{\sqrt{4u}} - \frac{u}{\sqrt{4u}} \right) du
\]  

(16)

where \( F_o^w = \frac{a t_m}{\rho c} \), with \( a t_m = c t_m \).

We suggest a top boundary formulation that is capable to quantify the effects of spatially variable land use in urban environments. For this, we consider the top boundary as a rectangular area within the coordinates \( [x_s, x_u] \) and \( [y_s, y_u] \), centered in the origin, with temperature \( \varphi(t) \) surrounded by an infinite plane with zero temperature. Under these conditions, the triple integral shown in Eq. (3) can be written as

\[
\vartheta_{ab}(x, x', t) = \frac{z}{8(\pi a)^{3/2}} \int_0^t \int_0^H \varphi(t') \exp \left[ - \frac{z^2}{4a(t - t')} \right]
\]

\[
\int_{x_s}^{x_u} \int_{y_s}^{y_u} \left[ - \frac{(x-x')^2}{4a(t - t')} \right] dx' dy' \exp \left[ - \frac{(y-y')^2}{4a(t - t')} \right] dy' dt'
\]  

(17)

Evaluating the inner integrals, Eq. (17) simplifies to

\[
\vartheta_{ab}(x, x', t) = \frac{z}{8(\pi a)^{3/2}} \int_0^t \left[ \frac{\varphi(t')}{(t - t')^{3/2}} \right] \exp \left( \frac{-z^2}{4a(t - t')} \right)
\times \left[ \text{erf} \left( \frac{y-y_u}{2\sqrt{a(t - t')}} \right) - \text{erf} \left( \frac{y-y_s}{2\sqrt{a(t - t')}} \right) \right]
\times \left( \text{erf} \left( \frac{x-x_u}{2\sqrt{a(t - t')}} \right) - \text{erf} \left( \frac{x-x_s}{2\sqrt{a(t - t')}} \right) \right) dt'
\]  

(18)

Including the effective heat transport velocity \( v_t \), the previous equation takes the form:

\[
\vartheta_{ab}(x, x', t) = \frac{1}{4\sqrt{\pi}} \int_0^\infty \frac{\varphi(t - \frac{u^2}{4v_t^2})}{\sqrt{u}}
\times \exp \left( -u \right) \left[ \text{erf} \left( \frac{Y - Y_u}{Z \sqrt{u}} \right) - \text{erf} \left( \frac{Y - Y_s}{Z \sqrt{u}} \right) \right]
\times \left[ \text{erf} \left( \frac{X - X_u}{Z \sqrt{u}} - \frac{v_t}{Z \sqrt{u}} \right) - \text{erf} \left( \frac{X - X_s}{Z \sqrt{u}} - \frac{v_t}{Z \sqrt{u}} \right) \right] du
\]  

(19)

The dimensionless form of Eq. (19) with \( \varphi(t) \) defined as Eq. (15) reads:

\[
\vartheta_{ab}(F_o, F_o^w, b_1, b_2, u) = \frac{\vartheta_{ab}}{T_m}
\]

\[
= \frac{1}{4\sqrt{\pi}} \int_0^\infty \left[ \vartheta_{ab}(F_o, F_o^w, b_1, b_2, u) \right]
\times \left[ \text{erf} \left( \frac{Y - Y_u}{Z \sqrt{u}} \right) - \text{erf} \left( \frac{Y - Y_s}{Z \sqrt{u}} \right) \right]
\times \left[ \text{erf} \left( \frac{X - X_u}{Z \sqrt{u}} - \frac{Z Pe}{4\sqrt{u}} \right) - \text{erf} \left( \frac{X - X_s}{Z \sqrt{u}} - \frac{Z Pe}{4\sqrt{u}} \right) \right] exp \left( -u \right) du
\]  

(20)
where

\[
\begin{align*}
\phi(F_o, F_b, b_1, b_2, \theta) &= b_1 + b_2 \cos \left( \frac{1}{F_o} \left( F_o - \frac{1}{4\theta} \right) + 2\pi L \right) \\
\end{align*}
\]

(21)

and \((X_1, X_2, Y_1, Y_2) = \frac{1}{b}(X_1, X_2, Y_1, Y_2)\).

Finally, the dimensionless form of Eq. (1) is given by:

\[
\begin{align*}
\phi(F_o, F_b, \rho, \mathbf{X}, \mathbf{X'}, b_1, b_2) &= \theta_0 + \theta_e + \theta_0 \\
\end{align*}
\]

(22)

The obtained analytical approach accounts for complex, time-dependent land use effects and groundwater flow during BHE operation. In order to test its suitability for fast and flexible BHE simulation, it needs to be compared to established methods and data, such as numerical modeling or field measurements. The results from numerical verification, sensitivity analyses, and validation to experimental data are presented in the following chapter.

3. Results

3.1. Verification

The new solution, which is formulated as Eq. (1), incorporating \(v_{1b}\) as defined in Eq. (19), accounts for the effects of spatially variable land use. For the verification of the analytical model, a synthetic test case is designed with four different areas of sod, bare soil, asphalt and building (Fig. 2). The temperatures for each land use are assumed to be seasonally variable and described by scaled periodic functions. These functions are parameterized according to Eq. (15), where \(L\) denotes the phase shift, and the mean temperature and the amplitude are given through the products \(b_1 \cdot T_m\) and \(b_2 \cdot T_m\), respectively, with \(T_m\) being any given reference temperature (Table 1). These parameters are specified according to Taylor and Stefan [40], with lowest mean temperatures for sod (10.1 °C) and highest ones for the built-up area (23.2 °C). In contrast, seasonal variability is lowest in the built-up area (±8.6 °C), where the influence from atmospheric temperature variations is buffered. Solar radiation has strongest influence on the asphalt, and this is reflected by the relatively high amplitude of ±18.6 °C. From the values given by [40], the mean temperature for build-up areas can be judged as a high and in comparison to other studies (e.g. [38]) extreme case. It may be interpreted as representative for specific conditions in the United States, where pronounced heat loss from non-isolated basements is observed. In their study on the city of Karlsruhe in Germany, [38] assume a mean value representative for build-up areas that is around 6 K smaller. This highlights that, even if a general framework is adopted in the following analyses, the selected scenarios are based on case-specific measurements.

The initial and top boundary conditions are represented by superimposed functions (A–F) in the analytical formulation, which are listed in Table 2. As initial conditions and “undisturbed” reference (A), it is assumed that the ground surface temperature \(T_0\) equals the mean temperature for sod (10.1 °C), and that a typical and average geothermal gradient of 0.03 °C m\(^{-1}\) prevails. Embedded in the sod (C), rectangular areas of asphalt (D) and bare soil (E) are defined. The analytical approach allows simulating sudden changes in land use. This is considered for the component that describes construction of new buildings (F): A square area of 50 m × 50 m changes its use from bare soil to built-up from the 6th year on.

The BHE (B) is simulated through Eq. (8) with a length \(H = 50\) m and an average heat extraction rate \(q_L = 40\) W m\(^{-1}\). The period of operation starts in the 12th and lasts until the 30th year. The BHE is located centrally at the fringe, between bare soil and the built-up area. The ground, which represent typical conditions of sandy aquifer [11], is assumed to be homogeneous with porosity of \(n_w = 0.25\), volumetric heat capacity of water \(c_w = 4.2\) MJ K\(^{-1}\) m\(^{-3}\) and of solid \(c_s = 2.20\) MJ K\(^{-1}\) m\(^{-3}\), and groundwater Darcy velocity of \(q_d = 1 \times 10^{-7}\) m s\(^{-1}\). The corresponding bulk properties of the porous medium are calculated following a porosity-weighted arithmetic mean [52].

The verification of the obtained analytical solution is performed by comparison with a numerical heat transport model. For this purpose, the configuration depicted in Fig. 2 is implemented in the finite element code FEFLOW (Version 6.2). In order to minimize interaction with side and bottom boundaries, a rather large numerical domain size of 450 m in groundwater flow direction, of 250 m width and of 150 m vertical extension is chosen. It is vertically discretized by 110 layers with 0.5 m thickness for the top 55 m of the aquifer, 45 layers with 1.0 m thickness between 55 m and 100 m depth, and 25 layers with 2 m thickness at the bottom between 100 m and 150 m depth. The BHE is represented by 111 nodal sources distributed over the top 50 m of the aquifer. The time-dependent top boundary temperature functions (C–F, Table 2) are approximated by piecewise linear functions.

The comparison of the numerical and analytical results is shown through the vertical profiles in Fig. 3. These profiles are taken at four arbitrary time points, \(t = 4.1\) y, 9.6 y, 14.9 y and 25.3 y, and at the locations P1 and P2 as indicated in Fig. 2. These locations...
are chosen along the upstream and downstream direction of groundwater flow. The one in the upstream (P1) is in the area, where abrupt temporal change of land use type, from bare soil to buildings, is simulated. The downstream monitoring point (P2) is used to inspect the performance of the simulation under the influence of the BHE and the interaction of multiple land uses.

These results confirm that the proposed analytical approach is a valuable tool for studying the thermal effect of complex and long-term changes of land use when groundwater flow is present. The root mean squared error between the numerical and the analytical solutions yields maximum values of around 0.1 °C. This value is expected to decrease with finer domain discretization in the numerical model and with better degree of approximation of the time-dependent temperature in the top boundary. Note that when inspecting numerical and analytical simulations in close vicinity of the BHE, credible results from the numerical model can only be achieved by high discretization, and also the applicability of the line source for modeling the thermal effects of a BHE here is limited [53].

3.2. Influence of changing land use and groundwater flow

The analytical model facilitates a rigorous sensitivity analysis of the thermal effects of land use and groundwater flow. For

<table>
<thead>
<tr>
<th>Sumperimposed function</th>
<th>Function type</th>
<th>Equation</th>
<th>Parameters</th>
<th>Time period [years]</th>
<th>Location of the distributed sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Initial conditions</td>
<td>(6)</td>
<td>$T_s = 10.1 \degree C, k = 0.03 \text{ m}^{-1}$</td>
<td>$0$ to $30$</td>
<td>Entire half-space</td>
<td></td>
</tr>
<tr>
<td>B Continuous sources (MFLS)</td>
<td>(8)</td>
<td>$q_L = -40 \text{ W m}^{-1}, H = 50 \text{ m}$</td>
<td>$12$ to $30$</td>
<td>$0 \leq z \leq H$</td>
<td></td>
</tr>
<tr>
<td>C Top boundary: infinite plane covered with sod</td>
<td>(14)</td>
<td>$\varphi(t) = \varphi_{\text{asphalt}}(t, b_1, b_2)$</td>
<td>$0$ to $30$</td>
<td>Entire top boundary surface</td>
<td></td>
</tr>
<tr>
<td>D Top boundary: area covered with asphalt</td>
<td>(19)</td>
<td>$\varphi(t) = \varphi_{\text{asphalt}}(t, b_1, b_2) - \varphi_{\text{asphalt}}(t, b_1, b_2)$</td>
<td>$0$ to $30$</td>
<td>Outer rectangular area (185 m x 90 m)</td>
<td></td>
</tr>
<tr>
<td>E Top boundary: area covered with bare soil</td>
<td>(19)</td>
<td>$\varphi(t) = \varphi_{\text{bare}}(t, b_1, b_2) - \varphi_{\text{asphalt}}(t, b_1, b_2)$</td>
<td>$0$ to $30$</td>
<td>Inner rectangular areas (50 m x 50 m and 70 m x 50 m)</td>
<td></td>
</tr>
<tr>
<td>F Top boundary: area covered with buildings</td>
<td>(19)</td>
<td>$\varphi(t) = \varphi_{\text{building}}(t, b_1, b_2) - \varphi_{\text{bare}}(t, b_1, b_2)$</td>
<td>$6$ to $30$</td>
<td>Inner rectangular area on the left (50 m x 50 m)</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. Comparison of numerical (dots) and analytical results (continuous line): The vertical profiles are taken through the points (a) P1, located at 24 m upstream of the BHE and (b) P2, located 4 m downstream of the BHE as illustrated in Fig. 2.

Fig. 4. Model setup for the dimensional analysis. The finite plane (red square) within the coordinates $[x_a, x_b]$ and $[y_a, y_b]$ represents a sudden change in temperature $\varphi(t)$ respect to the background conditions given by the mean reference temperature $T_m$. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
generalization, this is carried out in a dimensional analysis with a streamlined variant of the scenario shown in Fig. 2. This variant is depicted in Fig. 4 and considers two different land use types. A square area with a distinctive land use is defined at the center of the domain. The length of the square area and the length of the BHE are assumed to be equal \((x_0 - x_b = y_0 - y_b = H = 50 \text{ m})\), in the following, this length constitutes the characteristic length \((Z)\) for the dimensionless numbers. The square represents a sudden change in land use (such as a new building with a GSHP inside) and is simulated by a finite plane with a different temperature than the superpositioned infinite plane (background). The operation of the BHE is assumed to start simultaneously with this land cover change.

The temperature of the infinite plane \(T_m = 10.1 \, ^\circ\text{C}\) represents the mean temperature of sod (Table 1). This temperature is assumed to be constant and equal to the initial temperature in the whole domain. In the red square, the temperature is set seasonally variable (Fig. 4). Here we simulate asphalt and/or built-up area, which are implemented by adjusting the parameters \(b_1\) and \(b_2\) in Eq. (15) according to the values shown in Table 1.

In order to quantify the net effect of the square, the background temperature is subtracted from the entire top boundary solution \(\theta_b\). Thus, this becomes:

\[
\theta_b(F_o, F_v, Pe, X, b_1, b_2) = \frac{\theta_b}{T_m} \left\{ 4\theta(F_o, F_v, b_1, b_2, u) + \theta(F_o, F_v, b_1, b_2, u) - 1 \right\} \times \left\{ \text{erf} \left( \frac{X - x_b}{\sqrt{Pe}} \right) - \text{erf} \left( \frac{Y - y_b}{\sqrt{Pe}} \right) \right\} \times \left\{ \text{erf} \left( \frac{X - x_0}{\sqrt{Pe}} \right) - \text{erf} \left( \frac{Y - y_0}{\sqrt{Pe}} \right) \right\} \exp \left( \frac{-u}{\sqrt{Pe}} \right) \, du - 1
\]  

Finally, since the BHE is simulated with the MFLS, the dimensionless ratio \(\frac{h}{q_d}\) is assumed constant so that Eqs. (23) and (11) are in a comparable form within the entire solution of dimensionless temperature, \(\theta\).

Contours of dimensionless temperature are depicted at two different planes in Fig. 5, where coordinates are given in non-dimensional form. Here, \(\theta\) is compared with the MFLS to highlight the influence from the square in the top boundary, which is assumed to be covered with buildings. The shown temperatures are calculated at \(F_o = 0.6\), which corresponds to 50 years of operation. A constant groundwater flow (GWF) velocity with \(Pe = 5.0\) \((q_d = 1.8 \text{ m/y})\) is assumed, upstream direction of groundwater flow is specified by negative \(X\), whereas positive \(X\) denotes downstream direction. Thus, the BHE is located at the origin and is aligned with \(Z\).

Fig. 5(a) shows the dimensionless temperature at the horizontal plane \(Z = 0.5\) for the half-space \(Y \geq 0\). The figure indicates that the vertical heat flux from the square on the top boundary generally overprints the temperature drop induced by the BHE. In fact, when a built-up area exists, negative dimensionless temperatures \(\theta\) are restricted to a narrow domain around the borehole. Moreover, \(\theta\) does not show a monotonic behavior, since a maximum value can be identified between \(X = 0.25\) and \(X = 1\) at \(Y = 0\). This maximum marks the point where the temperature is driven either by the BHE (upstream) or the downstream end of the built-up area. Clearly, this maximum is also affected by the direction and magnitude of groundwater flow.

Fig. 5(b) shows a cross sectional view and features the strong influence of the horizontal and vertical thermal gradients associated with the finite plane on top. As expected, the boundary effect is enhanced downstream by groundwater flow and diminishes with depth. Nonetheless, it can be seen even below the toe of the borehole. At these depths \((Z > 1.0)\), the MFLS estimates a maximum temperature decrease by around 2 K (i.e. a dimensionless \(\theta = 0.2\), however, by including a different top boundary (e.g. building) it is only around 1 K. Hence, the new building, i.e. a change in land use type, partially compensates the temperature decrease, which is triggered by the BHE. This result confirms the key role of land use variability and groundwater flow on the long-term temperature response. It also highlights the relevance of these factors for appropriate and optimized BHE design in particular for densely and newly build-up areas, where the BHE is close to buildings or integrated in the slab (foundation) of the building as proposed, for example by Zhang et al. [54].

Fig. 6 depicts the computed dimensionless temperature \(\theta\) as a function of dimensionless horizontal distance \(X\) from the line source. Again, a moderate, constant groundwater flow velocity \((Pe = 5.0)\) is selected for Fig. 6(a), and the impact from different land use types is compared. The simulation time is kept at \(F_o = 0.6\). The existing moving line source solution (MFLS), which does not account for top boundary effects, serves again as reference.

The BHE induces a decrease of the ground temperature, which is most pronounced close to the line source \((X = 0)\). By considering the heat flux from the top boundary, the generated energy deficit is (partially) replenished. In the case of asphalt, temperatures close to the initial state are obtained for a downstream distance of more than \(x = 1.5 \text{ H}\). For a built-up area, even higher temperatures than the initial ones are obtained close to the borehole. For the studied case, a maximum dimensionless temperature of 0.18 is computed, which corresponds to a temperature of 1.8 K higher than in the surrounding environment. As expected, the length of the thermal
anomaly increases with the thermal intensity of the top boundary. It reaches relative values of up to four times the length of the borehole on the downstream side for the built-up area. Fig. 6(b) shows the influence of the different groundwater flow velocity on the heat transport from buildings. It is demonstrated how horizontal advection enhances the asymmetry of dimensionless temperature, $\theta$. Groundwater advection, however, also mitigates the peak thermal disturbance, which declines from $\theta = 0.18$ to 0.15 in the downstream direction. Furthermore, the results demonstrate that for the specific case the top boundary, i.e., land use, appears to be more important for the heat dissipation of a BHE than the groundwater advection. This, however, may be different for higher GWF velocities and in case of thermally isolated foundations.

Next, we investigate the time-dependency of top boundary effects (Fig. 7). Again, the MFLS is selected as reference and land use in the central square is assumed to be asphalt or building (Fig. 4). Fig. 7(a) shows the simulated dimensionless temperature trends for the scenario with groundwater flow ($Pe = 5.0$) in downstream direction at $X = 0.1$ and at half the length of the BHE, $Z = 0.5$. The results show that the temperatures of all land use types initially follow the same trend, which is caused by the rather slow propagation of heat flux from the top boundary to greater depths, and thus the thermal effects at $Z = 0.5$ appear delayed. The temperature obtained by the MFLS follows a hyperbolic trend and arrives at around $F_o = 0.4$ at a (quasi-)steady state. This state is reached earlier in case of increased heat fluxes from the top boundary, such as from asphalt and buildings. The thermal anomaly does not grow as much and stabilizes at around $F_o = 0.3$.

Higher heat fluxes from built-up areas yield characteristic transient behaviors (Fig. 7). After initial cooling from BHE operation, the thermal front reaches the examined depth at $Z = 0.5$ and heats the ground slightly until a steady-state is attained at around $F_o = 0.3$. At the studied point, the built-up area can increase the steady-state temperature induced by the operation of BHE by about 3.2 K ($\Delta T = 0.32$). In comparison, for the case with asphalt, this increase is only 0.7 K ($\Delta T = 0.07$).

In Fig. 7(b), the role of groundwater flow velocity is highlighted and the focus again is on the built-up area as top boundary. With increase of groundwater velocity, the thermal steady state is reached earlier [21] and at lower steady-state temperatures [27]. In summary, these scenarios underline that even at considerable depth, the top boundary condition can potentially have a strong and delayed impact on the temperature anomaly. Taking the MFLS solution for comparison, the discrepancies increase with
time and with the strength of the top boundary. The depth-dependency is further studied in the following.

Fig. 8 depicts the dimensionless temperature $\theta$ as a function of dimensionless depth, $Z$, assuming the same study case as above in Fig. 4. We focus on late time, (quasi-)steady-state conditions ($F_o = 0.6$, or equivalently 50 years of operation). As illustrated in Fig. 8(a), the MFLS provides a vertically variable temperature profile. However, a crucial assumption for the MFLS is that the top boundary temperature is equal to the initial temperature in the model domain. This assumption can be considered as appropriate for conditions without significant land use influence or as static approximation for transient land use effects. The two different land use scenarios with asphalt and building show how thermal anomalies induced by BHEs are strongly influenced by the strength of the top boundary. This thermal influence can be seen not only in shallow depths. For instance, at the borehole toe, the heat flux from the built-up area increases the temperature by about 0.6 K ($\Delta \theta = 0.06$). In comparison, the influence from asphalted area is negligible at this depth. Under steady-state conditions ($F_o \geq 0.6$), the high heat flux from buildings can overcome the drop in temperature induced by the MFLS until a depth of approximately 0.4 H. Covering the surface with asphalt compensates the heat deficit until a depth of approximately 0.2 H. Thus, the type of land use defines the minimum temperature and also the penetration depth.

The role of different groundwater velocities is studied in Fig. 8(b), selecting the same downstream distance from the BHE as for the profiles in Fig. 8(a) ($x = 0.1 H$). As expected, higher groundwater velocities and, therefore, higher advective heat flux, yields generally lower temperatures. This is due to the faster downstream migration of the cold plume induced by the BHE (e.g. [55]). Advection therefore mitigates the evolving thermal plume, and this is most visible in axial direction with minor influence of the $Pe$ number close to the top boundary and at the borehole toe.

3.3. Application to the Elgg field site

There are only few sites, where the long-term evolution of ground temperatures has been monitored in the close vicinity of BHEs [11]. An exemption is a GSHP system close to Zurich, Switzerland. Since 1986, a single coaxial GSHP with 105 m length and a heat extraction rate of up of 70 W m$^{-1}$ has been supplying heating to a single house in the rural area of the municipality of Elgg. During repeated measurement campaigns from 1986 to 1998, depth-dependent ground temperatures were recorded. A detailed description of the site can be found in [56]. We utilize this case study for validating the applicability of the proposed
analytical approach. Since groundwater effects have not been detected at the site, no groundwater flow is considered for the model calibration. Instead, the potential role of horizontal groundwater advection is subsequently examined.

A simplified lithological profile at the Elgg site is provided in Table 3 [56]. It consists of a sedimentary setting with alternate layers of sandstones, marlstones and conglomerates. The thermal properties of these materials indicate rather uniform values with thermal conductivities ranging between 3.0 and 4.0 W m$^{-1}$ K$^{-1}$. This range fits well within literature values reported for the similar sedimentary rocks [57].

The measured temperature-depth-profiles (TDPs) are dominated by a geothermal gradient of 0.03 °C/m (Fig. 9), however, the point at which these profiles deviate from the geothermal gradient seems to be located at greater depths for later times [6]. The mean ground surface temperature ($T_s$) can be estimated by taking the TDP for December 1986 in Fig. 9, which is the initial TDP without any influence from the BHE (Fig. 9, red dots), and extending the trend defined by the geothermal gradient until the ground surface. In this way, the approximated mean $T_s$ is 9 °C.

At the site, long-term subsurface temperature data has been recorded at two observation wells located at 1 m and 0.5 m distance from the BHE, respectively. In total, 10 sensors (±0.1 K accuracy, ±0.001 K precision) were installed at each well and at different depths along the entire BHE length [6]. Additionally, the heat pump is equipped with a monitoring system that records the time series of temperature change in the inner fluid circulating through the coaxial BHE and also the energy output from the installation. These data are available for the heating period of 1990–1991 [56], when the heat extraction rate varied between 50 W m$^{-1}$ and 70 W m$^{-1}$. For the same period, the number of operational hours shows a high variability starting with 75 h in October 1990 and finishing with 132 h in April 1991, with a maximum of 357 h in February 1991.

The application of the proposed analytical solution to this study case requires defining an equivalent homogenous porous medium as a surrogate of actual layered geological setting. The thermal properties of this equivalent porous medium are found during the model calibration. Furthermore, accurate simulation of the GSHP system requires a detailed knowledge of its load profile. This profile defines the amount of energy that should be extracted from the subsurface in order to satisfy a specific space-heating demand. Here, the profile is approximated as a function of heat extraction rate and the recorded operational time of the system. For the former, a constant heat rate of 60 W m$^{-1}$ is assumed, which is the mean value of the known rates for the heating period of 1990–1991. Since the number of operational hours shows a clear seasonal dependency, the temporal variability is approximated by a periodic function whose mean, amplitude and phase-shift are also calibrated. In this manner, an equivalent heat extraction rate is obtained for each month within the entire simulation period.

The MFLS solution with this time-dependent rate is formulated by temporal superposition over the variable monthly load as follows:

$$
\phi_i(x, t) = \sum_{r=1}^{N} q_L - q_L^{0} \exp \left( \frac{-x}{2 \pi \sigma^2} \right) \int_{0}^{1} \int_{0}^{1} j(x, x', t' - t) dz' \int_{0}^{1} j(x, x', t' - t') dz
$$

(24)

where the superscript $i$ refers to the specific month and $N$ to the total number of months.

The GSHP system is located in a suburban area potentially affected by land use changes and regional climate trends. Since it is not possible to track all changes in land use at this site, the top boundary temperature is assumed time dependent and consisting of a linear trend superposed to a calibrated annual periodic function. This simplification implies that the solution given by Eq. (19) reduces to Eq. (14) taking into account that groundwater flow is imperceptible at this site. The derived analytical solution represents superpositioning of functions A, B and C listed in Table 4.

For calibration, the measurements from the observation well located at 1 m distance from the BHE are considered during the period 1986–1991 (the first continuous measuring campaign). The data at 85 m depth is used to calculate the thermal properties of the equivalent porous medium and of the parameters of seasonal load profile. Subsequently, the measurements at 5 m depth are used to calibrate the top boundary temperature function.

The results of the validation of the analytical simulation are shown in Fig. 9. The RMSE varies between 0.18 °C and 0.70 °C, the highest values are driven by model inaccuracies close to the

![Fig. 9. Temperature-depth profiles (TDPs) obtained from the repeated measurements (dots) and calculated (continuous lines) with the analytical solution at 1 m distance from the BHE at the Elgg site.](Image)

### Table 4

Superimposed analytical functions for the Elgg site.

<table>
<thead>
<tr>
<th>Superimposed function</th>
<th>Function type</th>
<th>Equation</th>
<th>Parameters</th>
<th>Time period [years]</th>
<th>Location of the distributed sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Initial conditions</td>
<td>(6)</td>
<td>$T_s = 9$ °C, $k = 0.03$ °C m$^{-1}$</td>
<td>0–12</td>
<td>Entire half-space</td>
</tr>
<tr>
<td>B</td>
<td>Continuous sources (MFLS)</td>
<td>(24)</td>
<td>$q_L = monthly\ (seasonally)\ variable\ heat\ rate$</td>
<td>0–12</td>
<td>$0 &lt; z &lt; 105$ m</td>
</tr>
<tr>
<td>C</td>
<td>Top boundary: infinite plane</td>
<td>(14)</td>
<td>$\phi(t) = linear\ trend\ plus\ a\ seasonal\ temperature\ with\ mean\ 9$ °C</td>
<td>0–12</td>
<td>Infinite plane at the top boundary</td>
</tr>
</tbody>
</table>
and is valid only for the period of calibration. For models, however, could also be \( \frac{2.3}{10} \text{m/year} \), a comparison of time series of temperature \( \text{OH} \) for \( (\text{measured data}) \) at two different depths with the calculated values can also be addressed by comparing the time series of temperature \( \text{Rybach and Eugster} \[6\]. Furthermore, the capabilities of the proposed analytical solution to reproduce the measured temperature can also be addressed by comparing the time series of temperature (measured data) at two different depths with the calculated values for \( Pe = 0 \) in Fig. 10.

The calibrated thermal conductivity and volumetric heat capacity are \( 3.24 \text{W m}^{-1} \text{K}^{-1} \) and \( 2.50 \times 10^7 \text{J m}^{-1} \text{K}^{-1} \), respectively. These values are comparable with the (weighted) arithmetic mean of the values shown Table 3, which are \( 3.20 \text{W m}^{-1} \text{K}^{-1} \) and \( 2.38 \times 10^7 \text{J m}^{-1} \text{K}^{-1} \), respectively.

The calibrated ground surface temperature is \( T_s(t) = 9.0 + 0.15t + 7.2\sin(2\pi(t + 0.49)) \), where \( t \) is the time in years. This function indicates a linear increase of \( 1.5 \text{C/decade} \) in the \( T_s \), and is driven by the actual temperature increase of \( 1.5 \text{C} \) in four years (1987–1991) at 5 m depth, which also can be seen in the measured data (Fig. 10). According to [58], the air temperature in northern Switzerland had a trend of only \( 0.38 \text{C/decade} \) for the period 1984–2013. However, at small scales, like the single house we are considering here, site-specific GST conditions apparently play a substantial role and a coupled relation between ground surface and air temperatures is hard to establish [59,60]. It is also worth mentioning that \( T_s \) is valid only for the period of calibration. For longer periods, more detailed \( T_s \) models, however, could also be implemented [61].

Finally, the number of operational hours \( OH \) follows the function \( OH(t) = 190.37 + 172.27\sin(2\pi \frac{t}{12}) \) where \( t \) is the time in months. This function yields a minimum number of operational hours of 18 h/month in July and a maximum of 363 h/month in February. The latter corresponds well with the records from 1991.

With all parameters properly calibrated, we conclude that the presented modeling framework is efficient and suitable to simulate the ground temperature effects of BHE operation. The calibration also facilitates a closer view at the top boundary influence and to quantify the transient vertical heat flux. Groundwater, however, its missing at the site, and this is hypothetically considered in the following analysis.

3.4. Groundwater flow at the Elgg site (hypothetical case)

Despite the fact that groundwater flow is negligible at the Elgg site, the easy implementation of the methodology allows to carry out an analysis of its potential role and impact. Hence, we use this field site as a reference to examine the potential influence of horizontal advection. Assuming a moderate GWF velocity \( (Pe = 10, q_d = 2.3 \text{m/year}) \), a comparison of time series of temperature at two different depths \( (z = 5 \text{ m} \text{ and } z = 85 \text{ m}) \) for \( Pe = 10 \) and \( Pe = 0 \) (real case) is shown in Fig. 10. For simplicity in the comparison, the simulated temperature has a monthly resolution within the calibration period 1986–1991 (continuous lines), that is, the period when real data is also available. Subsequently, only the minimum and maximum temperature envelopes are shown for each \( Pe \) and depth.

Fig. 10 illustrates the dampening effect on the surface temperature amplitude at 85 m depth. At this level, the temperature is almost entirely influenced by the transient heat flux to the

**Fig. 10.** Temperature time series at 1 m distance from the BHE at 5 m depth (black) and 85 m depth (blue) at the Elgg site. Measured data is compared with calculated values under no groundwater flow \( (Pe = 0) \). The limits of the calculated oscillating temperature – with \( (Pe = 10) \) and without \( (Pe = 0) \) groundwater flow – are also shown and extended for the period after 1991, when no measurements are available. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

**Fig. 11.** Isolines of temperature difference \( T_{5m} - T_{85m} \) for the calibrated model at the Elgg site and after 48 months of operation.
BHE. Notoriously, the system converges to a thermal equilibrium after 2000. Under the presence of groundwater flow, a steady state is reached earlier and the induced steady-state temperature anomaly is less pronounced. This is alleviated by the assumption of a transient heat extraction rate, which includes recovery periods with almost zero operational hours (June–August). At 5 m depth, a stronger influence from top boundary conditions is naturally observed, whereas the effect of groundwater flow is clearly negligible (see also Fig. 8(b)). The temperature response, and especially its lower envelope, remarkably increases as a consequence of the \( T_i \) function. As mentioned above, forecasts of temperature series outside the calibration period using this functional form may not be realistic and, therefore, we restrict our analysis to the relative role of groundwater flow.

The calculated field of temperature difference \( T_{Re-10} - T_{Re-0} \) (with – without groundwater flow) for the plane \( y = 0 \) after 48 months of operation is shown in Fig. 11. Since the top boundary is only a function of time, only vertical gradients are present at the plane \( z = 0 \), leading to an insensitive \( T_i \) solution to groundwater flow (see Fig. 5(b)) for comparison. As expected, groundwater flow creates an extended but less pronounced cooling effect at the downstream side.

### 4. Conclusions

We proposed a new analytical form that considers groundwater flow and land surface effects on the ground heat transport of borehole heat exchangers (BHEs). The analytical framework is able to simulate temporal and spatial changes at the top boundary (i.e. land surface) temperature. The solution is presented to complement existing solutions, such as the moving finite line source (MFLS), in order to account for the influence of land use variability in the long-term response of a BHE. The analytical approach is successfully verified using a numerical heat transport model. For this verification, a rather complex scenario was implemented and aimed to represent, at small scale, the heterogeneity in land use typical for urban areas. The results obtained motivate the implementation of this approach for more multifaceted configurations at larger spatial (urban) scales, like the study by [54], who investigated the potential application of GSHP systems for the City of Westminster in London.

With the described analytical framework, a dimensional analysis was performed to quantify the role of different top boundary strengths and groundwater flow in the thermal anomaly induced by a BHE operation. Depending of the land use type, the heat deficit can be replenished at relatively short horizontal distance from the BHE. The top-boundary-induced heat flux propagates downwards and can reach the BHE end yielding even higher temperatures than in the initial state at depths between 0.2 and 0.4 times the BHE length. Strong groundwater flow could potentially wash out this heat flux leading to lower temperatures in depth while also creating extended and smoothed anomalies downstream. The timing of steady-state conditions is influenced by the top boundary strength and this indicates the importance of land use variability to properly design GSHP systems in urban environments.

The demonstrated application of the methodology to the Elgg site is an example of how under certain conditions a complex system can be well approximated by simplified analytical functions. It is clear that the line source model is not able to reproduce the detailed heat transfer between the ground and the inner circulating fluid within the BHE. However, our approximation with a seasonal heat transfer rate shows acceptable results without going for computational and timely expensive numerical simulations. The derived sustainable operational status, reached after around 14 years, agrees with previously published results for the same site. This status is reached due to the axial effects included in the MFLS when groundwater flow is negligible. This condition, together with the assumption of homogeneous ground at the site, enabled a decent reproduction of measured temperatures especially at mid and greater depths. By assuming a hypothetic scenario, where the Elgg site is influenced by groundwater flow, the role of advective heat transport was analysed for field conditions. As expected, advection mitigates the thermal impact from BHE operation and accelerates steady-state conditions.

The proposed solution can be used in a variety of scenarios, in which the spatial and temporal changes in the top boundary temperature are relevant, like in BHE below buildings and in urban environments. Long-term changes in land use for instance, induce thermal anomalies that propagate in the subsurface reaching levels that could substantially improve the operation and design of shallow geothermal systems. Some practical procedures and software for designing GSHP systems (e.g. [62]) based on the superposition of analytical functions could be extended to involve top boundary effects following the proposed methodology.
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