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A B S T R A C T

We present a novel hydraulic tomography procedure, which is based on a travel-time based inversion and application of pilot points. The travel-time based inversion allows for the reconstruction of a diffusivity distribution, which displays the dominant structural elements of a heterogeneous aquifer. This information is used to guide pilot point based inversion of hydraulic conductivity distribution. We utilize the diffusivity distribution to optimize the spatial positions of the pilot points and the relationships among them. For the implementation of the relationships, graph theory is applied. The associated high-computational effort was encountered with subspace regularization and parallel computing. The developed inverse methodology was successfully applied to a three-dimensional sedimentary aquifer analogue. The validation shows that the sequential procedure strongly improves the misfit between predicted and true pressure response in comparison to the results, only when travel-time inversion is employed.

1. Introduction

Hydraulic tomography (HT) has evolved as a promising technique for examining spatially heterogeneous hydraulic conductivity and specific storage in aquifers. The method allows for the reconstruction of hydraulic parameter distributions in two and three dimensions with a resolution and accuracy superior to that possible with type curve analysis based on a homogeneous parameter distribution [1]. A comparison between different heterogeneity modeling approaches and HT can be found in Berg and Illman [2] and Illman et al. [3,4]. The origin of HT is in medical applications [5] and was introduced in hydrogeology by Bohling [6], Tosaka et al. [7] and Gottlieb and Dietrich [8], among others. While in medicine X-rays are used to image sections of a body, in our discipline, hydraulic pulses are applied to characterize the subsurface [1,9–12]. These pulses commonly stem from sequential pumping or injection at a well, which is divided in different vertical sections by a packer. During the perturbation from each section, the hydraulic pressure response of the aquifer is monitored, typically at other observation wells that act as receivers. The recorded response is controlled by the hydraulic properties of the aquifer, and so can be deployed to reconstruct subsurface heterogeneity through an inversion procedure. The potential of HT was successfully demonstrated on different scales and for different aquifer types, e.g. on laboratory scale utilizing sandbox experiments [2,3,13–18], investigating unconsolidated aquifers on field scale [1,19–21], as well as in laboratory and field studies in fractured rocks [10,22–24].

Bohling and Butler [25] offered a cautionary note to illustrate the inherent non-uniqueness of hydraulic tomography. It is emphasized that it is possible to obtain different realizations of the aquifer parameters, using HT techniques, which vary from each other and from reality, even when high-quality drawdown data is available. This highlights an eminent challenge for many inversion procedures in hydrogeology dealing with spatial heterogeneity. Often, some form of regularization is introduced in order to simplify the tomographic equation system. Cardiff and Barrash [26] give an overview of the different hydraulic tomographic inversion methods and the applied regularization techniques. The vast majority of proposed HT studies utilize geostatistical a priori information (regularizers), such as correlation length and variance of the parameter space. Lavenue and de Marsily [27] and Vesselinov et al. [28,29] applied pilot-point based geostatistical inverse methods for the joint inversion of hydraulic and pneumatic tests in fractured systems. Castagna et al. [30,31] applied pilot points for joint estimation of transmissivity and storativity in a fractured system. They implemented pilot points in a Bayesian inversion scheme and estimated transmissivity and storativity for each pilot point, as well as the integral scale, mean and variance within the model domain. Bohling and Butler [25] used a pilot-point based inversion approach to illustrate the non-uniqueness of HT. Thereby, the dimension of the parameter space was reduced by more than one order of magnitude from 5202 (storage and transmissivity estimates) to 354. For the reconstruction of the parameter space between the pilot points, a thin-plane spline interpolation function was applied. Aside from geostatistical a priori information, several
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authors have included independent geological information, such as flow meter data [32], self-potential signals [33] and structural information derived from georadar data [34] to constrain the inversion.

The multiplicity of solutions that are generated by HT calls for a rigorous evaluation of reconstructed tomograms. For this purpose, a first order estimation of the parameter covariance [35], Monte Carlo analysis [25,30], or pressure response curves not used for the inversion (e.g. [14,36]), can be employed. Another possibility is to exploit results from other field investigation techniques, e.g. from multi-level slug testing [37], direct-push logging [19] or geophysical investigations [38]. However, the use of independently collected data to validate HT results can be a challenge, for instance, in the case of different observation scale and mismatch in the resolution [38].

In this study, we present a novel inversion procedure, which combines a travel-time based inversion scheme [39] with a subsequent pilot-point based inversion step [27]. The motivation of combining these two methods is to exploit the high structural resolution of the calculation-efficient travel-time based inversion approach in order to tune the pilot-point based inversion approach. This involves enhanced regularization, minimization of the number of pilot points and optimizing their spatial position. The travel-time based inversion scheme is based on the transformation of the flow equation into a form of the eikonal equation using an asymptotic approach [39]. We solve the travel-time based inverse problem utilizing computationally efficient eikonal solver. The reconstructed diffusivity distribution, together with a calculated null-space energy map, is utilized to assign pilot points and for tuning the regularization during hydraulic conductivity estimation. The pilot-point based inversion method was selected because it represents a hybrid method with deterministic and stochastic components. Even more important, it offers the possibility of easily including a priori information.

In the following, the sequential steps of the developed inversion scheme are individually described. Then, a numerical case study is presented, which is a tomographic suite of pressure response curves simulated on a three-dimensional (3-D) aquifer analogue. The full procedure is applied to this case study and the obtained hydraulic conductivity distribution of the inspected aquifer is validated.

2. Methodology

2.1. Workflow of sequential HT inversion procedure

The full inversion procedure consists of four major components, which are depicted in Fig. 1 and described in detail below. The database gathered and utilized for the HT analysis is the pumping schedule at a source well and the associated responses recorded at close-by receiver well(s). The diffusivity is estimated by travel-time inversion of early travel-time diagnostics (see, e.g. [40]). The diffusivity tomogram obtained for a specific vertical cross-section between source and receiver is transformed into a structure map by clustering and by means of the estimated null-space energy maps. The structural map serves as a basis for assigning pilot points and for tuning the regularization during the subsequent hydraulic conductivity estimation.

2.2. Hydraulic experiment

In order to create a hydraulic tomography reconstruction, the necessary information must be collected in the form of pressure response curves. Different techniques can be used to induce a perturbation at different depths in a borehole and to record the pressure responses in multiple observation points. Pumping and slug tests are the most common way to create such perturbation in the aquifer, using a cross-well setup. Depending on the number and disposition of the source and receivers, two-dimensional (2-D) or 3-D reconstructions will be possible. Recent developments in well installation, e.g. direct-push technology [41], and equipment such as portable, modular packer systems [42], facilitate highly time-efficient hydraulic tomography tests in shallow aquifers. However, there is still a need for developing more advanced multi-packer, data acquisition and semi-automatic systems for test initiation.

Numerical simulations are often a cost effective alternative to field campaigns to develop and evaluate new investigation techniques, such as a new hydraulic tomographic inversion scheme. These numerical experiments provide us with the possibility to compare the reconstructed parameter field with the “true” parameter distribution (K-field), which again allows for a rigorous validation. Aquifer analogues are especially well suited because they realistically imitate geological and hydraulic heterogeneity.

2.3. Estimation of spatial diffusivity distribution

The travel-time based inversion approach that was proposed by Vasco et al. [39] is oriented at a fundamental procedure from seismic ray tomography, which is adopted in HT to reconstruct spatially variable diffusivity. The relationship between the arrival time of a hydraulic signal and diffusivity, D, is expressed by a line integral [39]:

$$\sqrt{t_{\text{peak}}(x_2)} = \frac{1}{\sqrt{6}} \int_{x_1}^{x_2} \frac{ds}{\sqrt{D(s)}}$$

(1)

where $t_{\text{peak}}$ is the travel time of the peak of a Dirac signal from the source $(x_1)$ to the receiver $(x_2)$.

By differentiation of transient head data measured at the receiver(s), the inversion scheme is also applicable to experiments with constant pumping rates over a given short period of time (e.g. [39,40]). Moreover, Brauchler et al. [43] demonstrated that instead of the peak travel time, inspection of an earlier time behavior of the received hydraulic signal is preferable to analyze preferential flow paths. The latter delineate connected high conductivity zones, and their localization is of particular interest for prediction of flow and transport in heterogeneous aquifers. In our study, we follow the suggestion of Hu et al. [40], and exclusively inspect the time at which the pressure pulse rises to 10% of its peak value, that is, the t-10% diagnostic. Hu et al. [40] showed that limiting the angle between source and receiver is recommendable in many aquifers, where horizontal and layered structures dominate. This way, focus is set on source-receiver combinations that follow the expected structures, rather than providing an integral signal from different layers. For more details on the implementation of the angle constraint and travel-time diagnostics the reader is referred to [10,40,43]. In our study, diffusivity is reconstructed by utilizing the eikonal solver CAT3D, which is based on the SIRT (Simultaneous Iterative Reconstruction Technique) and ray tracing algorithm originally developed to determine seismic velocities. The used curved ray tracing algorithm is described in great detail in Brauchler et al. [44]. The complete inversion procedure delivers a pixel-based diffusivity tomogram for a given source-receiver combination within a few seconds of computation.

Due to sparse data and spatially varying data density, some parts of the imaged section are more reliable than those of others. There are several criteria to quantify uncertainty and reliability of travel-time inversion, such as ray density and angular coverage. The generation of a null space energy map is a robust way to rank the reliability of the different pixels in a tomogram. In the following, a short description of the calculation of the null-space energy
map, which is based on the work of Böhm and Vesnaver [45], is given. The null space map method comprises a singular value decomposition (SVD) of the tomographic matrix \( A \), where \( A_{ij} \) of the matrix \( A \) are the lengths of the \( i \)th trajectory path in the \( j \)th pixel. This matrix can be factorized into three components by applying SVD:

\[
A = U W V^T
\]  

(2)

The square matrices \( U \) and \( V \) are orthonormal.

The elements \( w_{ii} \) of the diagonal matrix \( W \) are the singular values of \( A \) and correspond to the square root of the eigenvalues of transpose \( A \) times \( A \). The reliability of the estimated parameters by HT inversion can be evaluated utilizing the singular values \( w_{ii} \). Small singular values show potential instabilities of the inversion process. We reorganized the singular values according to their numerical value. Taking into account that the columns of \( V \) of the matrix decomposition (Eq. (2)) display an orthonormal basis of the model space, a local reliability, \( R_i \), of each pixel can be defined. Therefore, the squared elements \( v_i \) of \( V \) are summed up as follows:

\[
R_i = \sum v_i^2
\]  

(3)

Note, the summation of the elements is equal to one if the index \( i \) covers the whole model space. By introducing a threshold to separate large and small singular values we can use the summation

\[
\text{Fig. 1. Workflow corresponding to the main steps, presenting the new inversion framework, from data collection, hydraulic tomography reconstruction, to the final pilot point inversion.}
\]
displayed in Eq. (3) to assign each pixel a value ranging from 0 to 1. Pixels associated with high values of null space energy reflect high uncertainty and vice versa. Pixels with a high uncertainty are neglected for the subsequent development of the conceptual maps.

2.4. Development of conceptual maps

Travel-time inversion between a source and receiver well delivers a diffusivity section, in the following called D-tomogram. Diffusivity is defined as the ratio between hydraulic conductivity, \( K \), and specific storage, \( S_s \). Therefore, it can be assumed that a D-tomogram carries valuable structural information with respect to the \( K \)-distribution, because the \( K \)-distribution typically shows a higher variability than the \( S_s \)-distribution in the subsurface. However, sparse data, spatially varying data density, as well as measurement errors, can lead to inaccurate reconstruction. Hence, clustering is suggested by Brauchler et al. [1], and this yields a zoned diffusivity image, for which the respective \( K \)-values are then calibrated. This approach supposes that the “true” parameter distribution is better described as discrete rather than as continuously varying. By crude clustering, however, information is lost and the determined static structures will strongly depend on the chosen clustering technique.

As an alternative, we utilize clustering to obtain zonal images that serve as basic conceptual schemes. Clustered zones represent initial estimations of facies distribution, and these will be adjusted during the \( K \)-field estimation step. That means the boundaries are not fixed as well as the homogeneous \( K \)-field distribution of each zone is allowed to change into a heterogeneous \( K \)-field during inversion.

As standard method, here \( k \)-means clustering is applied without any spatial adjacency [46]. The number of clusters was derived from a dendrogram based on hierarchical clustering. In hierarchical clustering e.g. [47,48] the most similar observations, in our case values of \( D \), are taken to define a cluster. Successively, the next most similar observations are connected to the initially defined clusters. This procedure is repeated until all values of \( D \) are connected. The distances between the clusters are visualized in a dendrogram and are utilized to determine an optimum cluster number for the \( k \)-means clustering.

An illustrative example of a structure map is shown in Fig. 1. The structure map indicates that only those pixels are clustered where sufficient information is available, that is, where the null space energy is below a given threshold. This threshold, however, is not well defined and is case-specific depending on the number of available trajectories and the spatial discretization of the domain. The cells characterized by a low reliability, i.e. high null space energy, are not considered during the clustering step. After the clustering step, these “gap cells” are assigned to the respective clusters based on the cluster association of their neighboring cells. In Fig. 1, the pixels with a low reliability are displayed in grey.

The transient hydraulic head response carries more information than the 10% travel-time diagnostic utilized for the travel-time inversion. Since the influence of aquifer storativity diminishes with later times [49,50], information on \( K \)-values is ideally derived from the later part of the transient pressure responses. This is also considered in our procedure. For the estimation of \( K \)-values, pilot points are used [51–53]. The underlying concept is that the \( K \)-field is calibrated at given points, and then a spatial interpolator is employed to assign the parameter values to the rest of the aquifer [54]. In line with Doherty et al. [55,56] and others [57–60], we chose ordinary kriging for interpolation between the pilot points.

A crucial and critical aspect is the positioning of the pilot points. Doherty [61] proposes placing points at measurements locations, close to the boundaries of the model domain, and oriented at the head gradient. Pilot points should also be positioned where they are most sensitive to the model predictions [62]. In areas where a high hydraulic property change is observed, the density of the pilot points should be greater than in areas of small variation [63]. Within our HT framework, the information gained from travel-time inversion is used to guide the allocation of pilot points. We utilize a finite element mesh generator (free triangular) in order to design a mesh for each cluster. To each node of the mesh a pilot point is assigned. This procedure leads to a refinement of the pilot point distribution at the interface between two clusters, representing initial estimations of facies boundaries. Once the spatial positioning of each pilot point is determined, this position is kept constant during the inversion. The resolution, that is, number of elements of the designed mesh is a compromise between required resolution, available observations, in our case number of transient pressure responses and calculation demand. Note that the generated mesh is not identical to the mesh we used for the forward simulation step of the pilot-point based inversion discussed in the next section.

2.5. Estimation of spatial hydraulic conductivity distribution

The last step is the calibration of the \( K \)-distribution by assignment of facies-specific \( K \) values to each pilot point and flexible adjustment of facies boundaries. The objective function, \( \Phi \), of the parameter estimation problem thus combines two goals. One is to adjust the \( K \)-field so that the receiver response is matched by the flow model prediction, and the other is to comply with the structures anticipated by diffusivity clustering:

\[
\min \Phi = \Phi_m + \Phi_r
\]  

The first goal is expressed by minimization of \( \Phi_m \). It represents the minimization of residuals when calibrating the late head responses at the receiver(s), which are computed by a numerical groundwater flow model (e.g. [55]). \( \Phi_r \) is called model function in the following. The second goal is to minimize the regularization function, \( \Phi_r \), which tries to keep the structure derived from the diffusivity–clustering step. In order to minimize the model function \( \Phi_m \), subject to the regularization function, \( \Phi_r \), which can be seen as a constrain, the Lagrange multiplier method is applied. The optimization problem is then reduced to find a point in the parameter space, where the gradient of model function and regularization function are parallel:

\[
\nabla \Phi_m = \lambda \nabla \Phi_r
\]  

where \( \lambda \) is a constant, which expresses the difference in the magnitudes of the gradient vectors.

The rationale of the preceding diffusivity–clustering step was to obtain facies-based zones rather than an unrealistic scattered image. Similarly, pilot points application is often combined with a regularization step [58,64]. This is applied to create geologically plausible zoned \( K \)-fields, and this way, by increasing the uniqueness of the solution, to stabilize the inverse problem. There exist several regularization methods [65], from which Tikhonov and subspace methods are selected for our procedure. In detail, a facies-based, smoothing Tikhonov regularization method is employed. It includes a set of rules that will be explained in the following.

We need a regularization technique that maintains spatial continuity of zones consistent with the diffusivity tomograms. However, the resolution by travel-time inversion is limited and small-scale heterogeneities may exist, which are blurred in the tomograms. Therefore, regularization should find a balance between maintaining extensive zones and flexible identification of potentially existing small-scale heterogeneities. For these purposes, the spatial relationships between the pilot points are examined by utilization of graph theory. The use of graph theory
to examine adjacency conditions has also been suggested by [66], who introduced a spectral domain parameterization for multiscale aquifer heterogeneity zonation. In our methodology, the pilot points are interpreted as the vertices of a graph, and the connections between the pilot points, the edges, are given by their mutual relationship. Initially, before the calibration is conducted, each pair of pilot points is examined and an adjacency matrix is developed:

$$
\begin{pmatrix}
0 & \cdots & a_{ij} \\
\vdots & \ddots & \vdots \\
a_{ij} & \cdots & 0
\end{pmatrix} 
\quad \text{where } i = j = 1, \ldots, \text{total number of pilot points}, \quad a_{ij} \text{ is a boolean indicator, } p \text{ denotes pilot points with coordinates and cluster categories.}
$$

We define three conditions which have to be fulfilled so that two pilot points are allowed to connect (Fig. 2): (i) both pilot points pertain to the same cluster (Fig. 2a). (ii) The distance d between the pilot points is smaller than the average length of the cluster in horizontal direction, r (Fig. 2b). (iii) There must be no other pilot points from a different cluster within a space of influence, defined by the angle θ and the distance d between two selected points; this is necessary to account for cluster boundaries (Fig. 2c and d). For calculating the angle θ we select one pilot point A, and the two closest pilot points B and C associated with the same cluster. Then we construct a triangle ABC and calculate the angle between the sides AB and AC. This is done for all possible pilot point combinations and finally the angle θ is specified by the arithmetic mean of all calculated angles.

The adjacency matrix (Eq. (6)) determines if there is connectivity between two pilot points and is used to calculate the regularization function Φ. Therefore, the adjacency matrix C is multiplied with vector p, containing the K-value of each pilot point for a given iteration step. By squaring the product, we receive:

$$
\mathbf{M}(\mathbf{p}) = (\mathbf{C} \cdot \mathbf{p})^2
$$

Note, the matrix C is constant during the whole inversion and the vector p is updated after each iteration step. The squared regularization values M(p) (Eq. (7)) are utilized to define the regularization function Φ,

$$
\Phi = (\mathbf{d} - \mathbf{M}(\mathbf{p}))^2 (\mathbf{d} - \mathbf{M}(\mathbf{p}))
$$

The regularization function describes the squared differences between the regularization values M(p) and the initial regularization observations d derived from the assignment of facies-specific K-values to each pilot point.

Pilot points are employed in great numbers to delineate the identified structures. In most cases, the number of pilot points necessary to maintain the basic structure from the tomogram will be in the order hundreds, and the calibration procedure accordingly will be computationally demanding. As a remedy, application of parallelization and subspace regularization is suggested by Doherty [65]. The goal of subspace regularization is to decrease the number of pilot points during the inversion, in order to reduce the computational time. The underlying principle is the same as that for the null-space energy maps introduced above for travel-time inversion (Eqs. (2) and (3)). To get insights in the singular values matrix, the condition number (ratio of the largest singular value to the smallest singular value) can be scrutinized. The condition number qualifies the linear dependency of the equations representing the tomographic system. Note, for each unknown (i.e. each pilot point) one equation has to be solved. A large condition number indicates that some equations of the system can be expressed as linear combination of the others. Thus it is possible to reduce the number of equations or pilot points, respectively, after each iteration step. For example, in this study we could reduce the number of pilot points from 373 to 233. In doing so, the resulting inversion time could substantially be reduced.

3. Study site and experimental set-up

3.1. Herten aquifer analogue

For the demonstration of the sequential HT inversion procedure, we selected a “known reality”: a high-resolution 3D aquifer analogue serves as study site. Instead of practical testing, computer-based experiments will be conducted. The analogue offers us the opportunity to work with realistic, complex and multiscale heterogeneities, and in contrast to field investigation at similar sites, the subsurface structures are known. This will facilitate a straightforward validation by comparison with the inversion results.

The aquifer analogue data was collected in SW Germany in the town of Herten, close to the Rhine river at the Swiss border [67]. A gravel pit in excavation offered direct insight into the decimetre-scale sedimentary facies distribution of the unconsolidated gravel, which was formed about ten thousand years ago as fluvio-glacial sediment during the retreat of the Rhine glacier. During excavation, the structures found in six parallel vertical cross-sections (7 m height, 16 m with, 2 m distance) were recorded taking field samples, photographs and drawings. Based on lab measurements of porosity and hydraulic conductivity, hydrofacies mosaics that delineate sedimentary horizontal layers overlaying cross-beddings with significant small-scale conductivity contrasts were obtained. The cross-sections were interpolated by Maji and Sudicky [68] and utilized in the HT application by Hu et al. [40]. The more recent multiple points based interpolation by Comunian et al. [69] better preserves 3D continuity of the sedimentary units and thus is favored for our study. One specific 3D analogue realization (Fig. 3) is selected to simulate a highly heterogeneous aquifer, with the conductivity values of 10 hydro(geological) facies ranging from $6 \times 10^{-7}$ to $1 \times 10^{-1}$ m/s.

![Fig. 2. Adjacency conditions based on a 2-D slice of the three-dimensional domain. (a) Both red pilot points pertain to the same cluster category. (b) The distance, d, between the pilot points is smaller than the average length of the cluster in horizontal direction, r. In the situation depicted in (c) no pilot point from a different cluster (pilot point displayed in green color) is within the zone of influence and therefore the pilot points will be connected. In (d) the requirement is not met, a pilot point from a different cluster (pilot point displayed in green color) is within the zone of influence and, hence, the two pilot points will be not connected. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image-url)
3.2. Numerical simulation and configuration of cross-well test

The analogue is implemented in the center of a numerical groundwater flow model, embedded in a homogeneous hull \((\Delta x = 600 \text{ m}; \Delta y = 116 \text{ m}; \Delta z = 7 \text{ m})\) to minimize boundary effects. In the heterogeneous core model, the numerical mesh is composed of about six millions uniform tetrahedrons, with telescopic lateral coarsening in the homogeneous surrounding. Constant head boundary conditions are imposed at the two faces (perpendicular to the longitudinal axes) of the homogeneous hull. The rest of the faces have no flow boundary condition. The hydraulic properties of the heterogeneous core correspond to a selected realization of the Herten aquifer analogue, and the hull is specified the analogue’s median values. More information about the design of the groundwater flow model is provided as Supplementary Information.

4. Results and discussion

4.1. Experiment – pressure response

The hydraulic cross-well simulations were performed with Comsol Multiphysics. In Fig. 3 the spatial position of the test and the six observation wells, within the aquifer analogue environment, are displayed. The distance between the test and the observation wells is always 3.5 m. The test well is subdivided into six vertical sectors that represent the screened intervals. In each screened interval of the test well a hydraulic test was simulated and the transient pressure response was recorded in each observation well in six different depths. Hence, the derived data base consists of 216 \((6 \times 6 \times 6)\) pressure response curves. In this model, the screened intervals of the test well were implemented implicitly as 1D-elements with a length of 0.5 m. The pressure response curves were recorded directly at the respective nodes.

4.2. Diffusivity tomograms

Six vertical sections a–f, are obtained by diffusivity reconstruction between source and receivers. For this, all source–receiver combinations with an angle of 40° and less between the center of the packer and observation point are taken. This threshold is set to capture the mainly horizontal and sub-horizontal structures, while eliminating those responses which are more vertical and thus, potentially across the main structures.\(^{[40]}\) The first derivative of the head response data is used to determine the peak time and the used travel-time diagnostic \(t = 10\%\). The eikonal solver CAT3D translates this for a given regular grid in a diffusivity tomogram. As initial model domain, a relatively coarse grid of \(10 \times 12\) cells is chosen, because the applied inversion scheme includes no regularization terms. To increase the nominal resolution of the coarse grid, we utilized the staggered grid method developed by Vesnaver and Böhm\(^{[70]}\) and applied in the context of hydraulic tomography by Brauchler et al.\(^{[71]}\). The method is based on the displacement of the initial grid in all directions. The displacement rates in the \(D_x\) and \(D_y\) are 0.15 and 0.16 m of the cell length in both directions, respectively. For each grid position, we performed an inversion and received a slightly different image. In total we performed 16 single inversions and determined the arithmetic mean of all grids by staggering them. The diffusivity tomograms

---

Fig. 3. Realization of Herten aquifer analogue used as application case; (a) hydrofacies (b) only high conductivity facies and borehole locations (blue: source well, grey: observation wells, red: validation wells). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
displayed in Fig. 4 is composed of 40 cells in x- and 48 cells in y-direction. Note that each of the six vertical sections was inverted separately, in two-dimensions, applying the technique described above.

The original diffusivity distributions of the six 5 m × 6 m cross-sections a–f are shown in the first column of Fig. 4. For the calculation of the diffusivity distribution we assumed a homogeneous specific storage distribution and utilized the relationship \( D = K / S_s \). All share a central mostly elongated zone with local high diffusivity values of up to 1400 m²/s. This stems from coarse open framework gravel deposits that dominate the central alternating sequence in the aquifer analogue. This sequence is differentiated as \( m \)-scale architectural element in Bayer et al. [67]. Cross-beddings are visible here, and also in the other, similar high-diffusivity part at vertical position \( z = 4.5 \)–5.5 m. When comparing all cross-sections, orientation of cross-beddings and inclination of layers apparently depends on the orientation of the section, but generally sub-horizontal structures are found. There is one dominant architectural element, which appears most uniform and persistent: the gravel sheet deposits on top, bottom and between the alternating sequences, which are visualized by homogeneous zones of light blue.

The results from travel-time inversion, the \( D \)-tomograms, are depicted in the second column of Fig. 4. We chose a different color scale for the true and reconstructed diffusivity distribution in order to highlight the structural information contained in the diffusivity tomograms. The first impression is that the main structures are somewhat reproduced but not perfectly localized and with limited resolution. The resolution of travel-time inversion is constrained by the number of source–receiver combinations that are evaluated, and thus in our application the dm-(sub)scale heterogeneities of the analogue can hardly be reconstructed. However, the \( m \)-scale structures, which originate from the main architectural elements found in the aquifer analogue, are well identified in most cross-sections. Tomogram “a”, for example, properly reproduces position and shape of the high-diffusivity zones, even if diffusivity at the section bottom is overestimated. In the other sections, the two alternating sections are identified as separate (b, c, f) or a merged zone (d, e). An evident example is the upper area of section “e”, where high-diffusivity values (orange and red) are mixed with low diffusivity values (cerulean), limiting the reconstruction capacity of this inversion step. Least consistent are the bottom and the lateral boundaries of the tomograms, and even if the original structure is reproduced, absolute diffusivity values are often far from the “real” information given by the analogue. This motivates to extract mainly the structural information rather than absolute diffusivity estimates from the travel-time inversion results.

In order to assess the spatial reliability of the \( D \)-tomograms, null space energy maps are produced (Fig. 5). Two major fields can be distinguished. In the outer part of the model, where no trajectory is passing through, null space energy values are close to one (i.e. low reliability). In the rest of the domain we find intermediate values. There are also fields of low reliability in this inner domain, which are characterized by low diffusivity values. This reflects that trajectories try to avoid such zones, and this decreases the trajectory density. A good example can be observed in section “f” (Fig. 5) where a low reliability zone is present in vertical position 1–2 m, corresponding to small diffusivity values ranging from 27 to 35 m²/s (Fig. 4). As a conclusion, the null-space maps are plausible, and they offer valuable insight into the reliability of the \( D \)-tomograms. In particular, they provide reasons for the badly characterized fringe in most cross-sections.

4.3. Conceptual maps

The next step towards characterizing the structures is the cluster analysis. The aim of cluster analysis is to approximate – on a resolution constrained by the tomogram accuracy – the hydro(geo)-logical facies distribution that controls flow in the aquifer.

The cluster analysis is applied for all those diffusivity values that are associated with low null space energy, that is, below 0.97. Hence, the diffusivity values of the outer part of the model domain and zones characterized by low diffusivity values, both associated with low reliability, are excluded. To apply k-means cluster analysis, a suitable number of clusters must be defined. Therefore, we utilized hierarchical clustering. The dendrogram plot, displayed in Fig. 6, shows that the maximum distance between the two most separated diffusivity values is 14. If we assign all diffusivity values to two clusters, the maximum distance between the two most separated diffusivity values within the two clusters is only six. This indicates that the diffusivity distributions are dominated by two groups. Thus, two clusters will be used to group the diffusivity values in two hydricacies. In order to simplify the dendrogram plot, the first two hierarchies are not displayed in Fig. 6. The resulting structural maps are presented in the third column of Fig. 4. Where no information is available due the low reliability of some points, adjacent values are interpolated using ordinary kriging. This results in the smoothing of the structures and loss of some details suggested by travel-time inversion, such as can be seen for example in the upper half of section “c”.

4.4. Hydraulic conductivity reconstruction

The calibration step estimates \( K \)-values in 3-D, while preserving the structures identified during travel-time inversion (Eq. (6)). For the latter, the mission is to locate the pilot points where they are able to reproduce the original hydrofacies distribution that is approximated by the clusters. For the application case, the goal is to heavily constrain the structure, and accordingly a set of 280 pilot points is assigned, based on the six conceptual maps (Fig. 4, third column). The 2-D section-based HT method is not capable of interpreting the space in between the six examined source–receiver combinations. In order to facilitate 3-D parameter estimation, six auxiliary vertical sections are introduced (Fig. 7), with a regular grid of 16 pilot points each. Ordinary kriging is applied as spatial interpolator (e.g. [61]) between the pilot points after each iteration step in order to determine the hydraulic conductivity values between them. Each pilot point contains the necessary information, that is, spatial coordinates and cluster category, for the smoothing Tikhonov regularization. As an essential element of regularization, the adjacency matrix states if two pilot points are contiguous or not. It is computed after inspecting the conceptual maps to specify suitable parameter ranges for \( r \) and \( x \). Spatial analysis on all maps yields a mean length of \( r = 4.5 \) m. The average angle is \( \alpha = 42^\circ \). The pilot points are connected by 14,032 edges. Fig. 8 shows the pilot points of section “a”, connected by 1565 edges.

For the pilot-point based inversion, parallelized implementation and cloud computing was utilized [72,73]. This was realized with a heterogeneous hardware configuration with a PC (17 3.4 GHz, 16 GB RAM), two work stations (8x Xeon 3.33 GHz, 24 GB RAM and 32x Xeon 3.1 GHz, 64 GB RAM) and two virtual instances in a cloud (Amazon EC2 m1.xlarge [http://aws.amazon.com/ec2], see [73]). By parallelization, the computing time for the entire sequential inversion procedure was reduced from almost 300 h on a single personal computer to 40 h, whereby one single forward model run took 10 min. The calculation time for the travel time inversion was approximately 20 s for one profile on a single personal computer and hence, computing time for the travel-time inversion can be considered negligible in comparison to the pilot-point based inversion step.

In Fig. 4, the agreement between the conceptual maps based on the structures anticipated by diffusivity clustering and the final reconstructed \( K \)-distribution is still visible, although the initial
Fig. 4. First three columns show original aquifer analogue diffusivity, tomographic diffusivity ($D$) reconstruction and the corresponding zones resulting from the cluster analysis. Final reconstructed hydraulic conductivity distribution is shown in 4th column, and for comparison the true hydraulic conductivity distribution of the aquifer analogue is shown in column five.
The $K$-field was adjusted in order to fit the observed transient pressure data. The final $K$-fields obtained from the inversion are compared to the original aquifer analogue $K$ distribution in the fifth column of Fig. 4. At first sight, the reconstructed sections are at much coarser scale than the original ones. The limited resolution of the HT based inversion, however, is expected in view of the experimental set-up. With a screen interval length of half a meter the original dm-scale heterogeneity can hardly be extracted from the recorded pressure-responses.

In all sections, we can see that layers of high and low conductivity in the same order of magnitude are nicely reproduced. There are some examples, where the inversion results could be improved. For example, the upper alternating sequence (about $y = 5$ m), with high and low $K$ cross-beddings, is not well identified in most sections and not precisely localized in sections “a” and “b”. This may reflect that even if high conductivity facies are present here, the
connectivity is not sufficient to have a substantial hydraulic effect on the m-scale. In contrast, the low conductivity area at about \( y = 2 \) m is an excellent example for successful reconstruction. This is especially the case in sections b, c, d, and f.

Additional to the visual assessment of the results, validation with a series of modeled pumping tests is carried out. This is done by 18 pressure response curves that were not used for the HT inversion, whereby the spatial position of the test and the observation well is displayed in Fig. 3. Three tests were simulated in a depth of 1.7, 3.4, and 5.1 m and the pressure response curves of each test were recorded in six different depths (1, 2, 3, 4, 5, 6 m) for 145 s. For the validation, the time dependent mean misfit between the heads simulated with the original analogue and the reconstructed block is shown in Fig. 9b. This is complemented with Fig. 9a, which depicts the same results but for the head responses applied in the calibration. Both figures clearly show very small misfits, which slightly increase with simulation time to about 0.05 m. Non-used head responses are slightly worse than those utilized in the calibration. Note, the misfits are displayed in absolute values. For this reason the misfits are increasing if the pressure head is increasing in the observation well. The figures also display the much more significant discrepancies when only employing travel-time inversion. The respective \( K \)-distributions are derived from the \( D \)-tomograms assuming we know the true specific storage field. The mean misfit is more than one order of magnitude higher, and this substantiates the need for an additional adjustment of the spatial \( K \)-distribution.

For a better comparison of the simulated and the reconstructed pressure response curves, we displayed exemplarily the best and the worst fit in Fig. 9c and d. More details can be found as Supplementary Information, where we provide the comparison of all 18 simulated and reconstructed pressure response curves.

5. Conclusions

The presented inversion procedure for HT extracts structural information on aquifer heterogeneity from diffusivity tomograms, and integrates this to constrain pilot-point based three-dimensional hydraulic conductivity estimation. This tackles the deficits of separately existing methods by their symbiotic combination.
Travel-time inversion facilitates a fast reconstruction of a cross-section between two wells, based on multiple head stimulations and responses between the wells that act as source and receiver. However, only the diffusivity $D = K/S$ is obtained, and this is not sufficient to derive the hydraulic conductivity, $K$, distribution. Existing methodologies [1,40], for example, propose statistical clustering and zonal calibration, but this means that the “soft information” from the diffusivity tomograms are taken as hard data with a crucial bias introduced by the type of clustering method used. Ideally, structural insight obtained from HT is exploited as much as possible, but not more than necessary and this insight constrains the subsequent calibration of the $K$-field.

With this perspective, the diffusivity tomogram here is adopted as initial guess of the $K$-field structure. Utilizing the null space energy maps we are able to judge the reliability of the tomograms. In fact, these maps could be used to guide additional experiments, in order to arrive at tomograms of high reliability at all locations of interest. This is of particular interest in the context of data worth based optimal field investigation (e.g. [74]). The null-space maps also support reliable clustering, and this is where they are applied in our procedure. Clustering, however, is not employed to determine a fixed zonation, rather than to instruct how to position pilot points. This way, the structural information from tomographic testing is nicely conveyed as soft information to the $K$-field calibration. Missing a priori knowledge to constrain pilot-point inversion is often a major shortcoming, when this method is used for calibration. This also applies to the regularization step to interpolate between the points. By establishing adjacency conditions of pilot points in a graph theoretical framework, a new step is included to guide the regularization. As a result, a sequential procedure is developed that follows two objectives: Keeping identified structures and finding a possible $K$-distribution. Structures, however, are not implemented as fixed zones. Instead, regularization-based inversion facilitates a flexible spatial adjustment. A worthwhile topic for future research would be to utilize the further development of the eikonal-based inversion approach proposed by Brauchler et al. [71]. The approach allows for the inversion of pumping test signals and to reconstruct the diffusivity, as well as the storativity field using calculation efficient ray tracing techniques. By utilizing the information content of the diffusivity, as well as the reconstructed storativity tomogram, the proposed pilot-point based inversion scheme could be further developed with respect to reconstruct the spatial storativity distribution.

As an example, a highly heterogeneous aquifer analogue is selected, which is implemented in a groundwater model. The analogue of the Herten case study is very realistic, and exhibits strong conductivity contrasts on the decimeter scale. It represents a challenge for HT as any other related field experiments. It is clear that the used twelve well screens can hardly capture this small-scale variability, and this is illustrated by the resolution of the inverted six cross-sections. Within the resolution capability, however, coarse scale structures are reproduced. What is more, the three-dimensional analogue could be reconstructed and the validation with pumping tests succeeded. Still, the presented reconstruction represents only one of many possible realizations of the spatial $K$-distribution. Even if the combined use of different data and methods constrains $K$-field calibration, the inversion problem is still ill posed. Thus, further work will concentrate on including more data, which is additional structural information, such as geological expertise, or stems from additional measurement, such as near surface geophysics or tracer testing.
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